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Abstract: Virtualization is commonly accepted as the catalyst that would grant the internet the
ability to shed the shackles of legacy technologies and evolve to its future self. In order to make this
transformation feasible, unavoidable concurrent radical remodeling of all the involved counterparts
is required, particularly in the context of automatically and optimally serving application requests
by taking advantage of new virtualized environments and their latent capabilities. A considerable
number of embedding strategies that efficiently map virtual computational and networking demands
over physical resources have already been proposed in the literature, following different strategies.
Among these suggested strategies, different coordination proposals have been adopted, in order
to solve the node and link mapping functions. In this paper, we study the capabilities of the most
popular embedding strategies, based on their coordination categorization. Our study confirms that
by invoking a coordination strategy, especially the single stage one, added benefits on multiple
performance layers can be achieved. Moreover, we propose a new mixed coordination algorithm,
essentially creating a new category in the field of VNE coordination strategies.

Keywords: coordination; embedding objectives; mapping algorithms; network virtualization; perfor-
mance metrics; virtual network embedding

1. Introduction

Network Virtualization (NV) is predicted to tip the balance of the structural tech-
nologies that constitute the current internet working ecosystem toward more intangible
architectures [1–3], particularly in the context of 5G networking technologies [4–9]. By its
definition, NV enables the abstraction of network and computational resources and, de-
pending on the applied scenario, it either implements a combination of multiple physical
networks to a single virtual software-based entity or partitions one physical network
into separate heterogeneous virtual ones. However, in order to materialize any of the
aforementioned concepts in actual real life scales, the commercial hosting infrastructures
transcend legacy limitations and transform into outsourced virtual environments, enabling
the provisioning of hosting services called Infrastructure as a Service (IaaS).

IaaS is classified as a cloud commodity that performs transparent and on-demand
delivery of hardware and software resources horizontally to corporations and domestic
users alike [10,11]. By investing in the IaaS market, which embraces a pay as you use
billing model, corporations avoid any long term commitment in the context of creating and
sustaining infrastructures with internal means. IaaS also facilitates the administration of
any instant provisioned computing set-up, by offering a unified and flexible management
over the internet. The business architecture of the virtualization and infrastrucure market
was shaped accordingly. The infrastructure Provider (InP) and the Service Provider (SP)
are the two roles that have been decoupled from the single traditional entity of the Internet
Service Provider (ISP) [12].
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Two more roles can spring from the SP, thus, establishing a quad layered NV business
architecture, as shown in Figure 1. In this version of the model, all processes are performed
by the InP, the virtual network provider (VNPs), the virtual network operator (VNO), and
the SP. While the group of the SPs are in charge of providing services to the end-users, the
VNPs focus on instantiating virtual networks responsible for satisfying requests stemmed
from the interacting SPs. On the other hand, the responsibility of the VNOs is to manage
the successfully deployed virtual networks. The VNP and VNO roles alleviate the burden
of task orchestration from the SPs, presenting the opportunity to focus only on service
provisioning [13].

Figure 1. Revised Service Provider business model.

However, the aforementioned radical innovations have also induced chain renovations
to other established networking concepts and simultaneously created the necessary space
for new ones to emerge. A virtualization mechanism that may prove to become the focal
point of internet modernization is Virtual Network Embedding (VNE). The VNE study
focuses on innovative solutions that incorporate optimal mapping of Virtual Networks
(VNs) and their demands onto physical resources by adhering to specific optimization
objectives. Here follows a summary of those distinctive objectives, researched throughout
the existing literature.

Limiting energy consumption—Energy consumption has always been a catalyst for
an increase in the profit margins of the InPs. Moreover, the race for the fourth industrial
revolution and the emergence of immersive ideas, such as functionality and resource
disaggregation, encountered in environments, like 5G and beyond [12,14,15], have spawned
large scale data-centers with a constantly increasing energy footprint. Consequently, the
IaaS industry has to deal with unceasingly increasing energy expenses as well as the
obligation to comply with collections of legislation that aim to limit the environmental
impact by the InPs’ operating cycle. In the context of VNE, the energy consumption of the
SN can be managed and restricted to an accepted minimum by mapping the VNs in specific
ways. Specialized VNE algorithms can grant the mapping operations energy awareness
by rearranging the mapped virtual resources onto the underlying SN and, in the process,
idling physical ones [16].

Ensuring security robustness—Data integrity and transactional privacy are two of the
most important ingredients of communication trustworthiness. This notion applies to the
fullest regarding virtualization environments, where a multitude of VNs can be layered
over the same physical medium. Early attempts have been made by researchers in order to
introduce security aware VNE algorithms, which would involve both resource and security
restrictions, by incorporating specific sets of security rules [17].

Achieving VN survivability—A network application can acquire characteristics of
added resilience provided that the underlying physical network adopts survivability
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mechanisms, applied either to the entirety or to specific parts of the SN. These mechanisms
would take effect during the Virtual Network Request (VNR) analysis and are meant
to calculate the appropriate fallback resources in order to achieve the desired resilience.
These backup resources are materialized as additional substrate nodes, substrate links or
a mixture of both and are assigned to a specific VNR until the end of its lifecycle. In the
same sense, fault-sensitive applications also require nonnegotiable transparency while
transitioning from the primary to the backup resources and vice versa, thus, rendering the
recovery from any kind of failure seamless to the application users [18,19].

Guaranteeing Quality of Service (QoS)—In the case of QoS-specific VNRs, a SP may
choose an entirely different approach for handling the submitted request depending on the
situated scenario. In this context, a telecommunications service, which is likely suscepti-
ble to quality discrepancies, may impose configuration variations and weighted indices
regarding the respective constraints and metrics [18,19].

Maximizing economical profit—VNE is a problem that needs to be solved by taking
into account its real life proportions as well. A VNR will almost always represent a request
for a commercial service, the satisfaction of which would most certainly involve the lease of
expensive and finite networking and computational resources for a certain period of time,
from a single or several InPs. Under such circumstances, all the links of this commercial
chain may end up spending a substantial share of capital in order to materialize the VN
mappings required by the VNR. As a result, a popular approach and mainstream VNE
goal is the maximization of revenue [20]. This objective is directly proportional to the
minimization of the embedding cost.

Arbitrary satisfaction of service requests may only lead to poor management of
networking and computational assets, thus, wasting financial resources and temporal and
energy capital. The customized dynamic allocation of virtual resources over existing bare
metal environments can maximize the benefits gained from the physical underlay by all the
counterparts, from the InP to the end user. Nevertheless, the achievement of the desired
optimality may be a rather complex endeavor and, at the same time, the key to the success
of VNE.

VNE deals with the assignment of the demanded resources of virtual nodes and
virtual links that constitute a VN. The Virtual Node Mapping (VNM) and Virtual Link
Mapping (VLM) subproblems deal with the allocation of the computational demands over
substrate nodes and the synthesis of virtual links into physical paths, respectively. Both
are considered mathematically complex [21], and the algorithms used to calculate their
solutions can deal with them separately or adopt a form of coordination (see Section 3).
Depending on the coordination strategy, the embedding results may vary considerably,
and the satisfaction of the optimization objective can be jeopardized.

In this paper, we study the most prominent embedding solutions among the VNE
literature, covering the entire range of coordination choices, and we submit them to
thorough and targeted simulated experimentation by tweaking all the available functional
parameters and capabilities that their developers have endowed them with. The volume
of the acquired data provided us with the chance to observe the limits of the studied
strategies and to reach to useful conclusions about their actual performance regarding VNE.
Furthermore, we propose a new mixed coordination algorithm—essentially creating a new
category in the field of VNE coordination strategies.

The rest of the paper is organized in the following manner. In Sections 2 and 3, we
present the commonly accepted VNE formulations and the mixture of coordination choices
among prominent embedding algorithms respectively. Section 4 illustrates the evaluation
of the performance of well-known virtual mapping methodologies under different coordi-
nation approaches. Section 5 describes the proposed mixed coordination strategy and the
adopted methodology, while Section 6 provides the conclusions reached by this research
and sets future milestones.
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2. VNE Problem Decomposition and Modeling
2.1. Problem Description

The study of VNE focuses on methodologies that can be proven capable of providing
not only successful but also optimal bindings between the computational and networking
virtual demands of an incoming VNR and the corresponding substrate resources of the
physical underlay. This process is portrayed in Figure 2.

Figure 2. Visualization of VNR mappings.

The computational and networking demands of the incoming VNR#1 and VNR#2
are allocated over the residual resources of the depicted SN. Specifically, virtual nodes
“b” of VNR#2 and “a” of VNR#1 share the same host, physical node “N1”. Similar is the
case for the virtual links connecting virtual nodes “a” and “b” of VNR#1 and VNR#2
respectively. Both are bound to the physical link “L1-2”. However, it is feasible to combine
different substrate resources to accommodate individual virtual demands. Such is the
implementation that we encounter by the formation of the network path, synthesized by
the substrate links “L2-3” and “L3-4”, in order to connect the already embedded but distant
virtual nodes “a” and “c” of VNR#2.

The most commonly established notions from the related literature suggest a uniform
model regarding the formulation guidelines of VNE [18,22,23]. Table 1 provides the
semantic terminology used in the analysis of the following sections. Consequently, a VNE
strategy can be decomposed into the main phases presented below.

Table 1. VNE dormulation terminology.

Formula Description

SN = (Ns, Ls) SN is a substrate network, consisting of sets of nodes Ns and links Ls.
GV = (VNi) GV represents a VNR as a set of i Virtual Networks.
VNi = (Ni, Li) VNi denotes the ith Virtual Network of an incoming VNR, consisting of

nodes Ni and links Li.
R̂ = ∏m

j=1 Rj R̂ is the vector space of all the available resources, R1, . . . , Rm.
rc : Ns ∪ Ls → R̂ rc is the function that assigns a capacity to an element of the substrate

network.
rdi : Ni ∪ Li → R̂ rdi is the function that assigns a demand to an element of VNi.
fi : Ni → Ns fi is the function that maps a virtual node of VNi to a substrate node.
gi : Li → SP ⊆ SN gi is the function that maps a virtual link of VNi to a path (SP) in the

substrate network.
M(GV) = ( fi, gi) M is the generalized function, that maps a VNR denoted by GV onto the

substrate network SN.
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2.1.1. Modeling of the SN and VNR

As described by the majority of the VNE research community, the SN and the VN
of a VNR can be modeled either as directed or undirected graphs. The physical network
SN = (Ns, Ls) consists of the sets of substrate nodes and links and denoted by Ns and Ls,
respectively. In the same sense, the set VNi = (Ni, Li) contains i = 1, . . . , n VNRs. Li and
Ni are the sets of virtual links and virtual nodes belonging to VNi.

2.1.2. Configuring the Element Parameters

The existing resources of the computational and networking SN elements can be
summarized by a vector space R̂ = ∏m

j=1 Rj, which is constituted by the resource sets

R1, . . . , Rm. Their capacity thresholds can be defined by the function rc : Ns ∪ Ls → R̂.
In the same sense, function rd : Ni ∪ Li → R̂ represents the thresholds of the demanded
resources of a VN included in a VNR. The most commonly used elements defining the
thresholds of node and link resources are CPU cycles and bandwidth (BW) units, respec-
tively.

2.1.3. Constraints Definition

The establishment of a number of scenario-specific restrictions should precede the
launch of the mapping process. One universal undisputed constraint is to ensure that
the residual substrate resources are going to suffice for the mapping of the computational
and networking requirements of the candidate VNR as implemented in [18]. Prior to the
deployment of the link mapping phase, the respected algorithm attempts to allocate all
the possible substrate paths from a source node to a destination node that is fit for the
embedding of a virtual link li ∈ Li, based on the following constraint:

∀lS ∈ LS,
r

∑
i=1

BW(li)lS ≤ BW(lS) (1)

As (1) explicitly suggests, the total BW units spent in order to accommodate the
demands of r virtual links, or parts of them, cannot surpass the total BW capacity of the
specified lS ∈ LS.

In situations where tailored solutions are expected, algorithms may incorporate addi-
tional constraints. Such is the case of the distance constraint that thresholds the maximum
permitted hops between a node of the processed VNR and the respective physical one,
introduced in [22]. The authors suggest that the function implementing the mappings of
virtual nodes upon substrate ones, should comply with the constraint as expressed by the
following inequality:

dis(loc(m), loc(n)) ≤ DV (2)

Let m ∈ Ni be a virtual node of the processed VNR, and n ∈ NS its candidate physical
one. After using dis() to measure the distance between their location, which is calculated
by loc(), the authors then delimit its value by the non-negative constraint DV .

A more combinatorial approach can be adopted, as in [18]. Here, the authors take into
consideration not only the residual available computational resources of a physical node
n ∈ NS but also the remaining BW capacity of its neighboring substrate links, creating
the parameter H(n), defined in (3), thus, avoiding falling into the trap of classifying the
mapping candidate nodes unidimensionally.

H(n) = CPU(n) ∑
l∈LS(n)

BW(l) (3)

While taking into account elements that could attribute a suggested solution with
more real life characteristics, the hidden hop (HH) property should also be considered. It
establishes the proportional consumption of CPU cycles of an intermediate substrate node
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due to its involvement in the forwarding of network packets by being part of an embedded
path that aggregates more than one physical link [24,25].

2.1.4. Adopting an Embedding Objective

In real life environments, the physical resources of a substrate infrastructure are finite,
and therefore their use is bound to a number of restrictions, such as economical profit
thresholds. Thus, the mapping procedure has to be feasible and optimal at the same time.
There is no real common ground throughout the VNE-oriented literature, regarding the
goals set by the authors in each study. The commonly pursued embedding objectives
vary from the maximization of revenue to the avoidance of substrate link congestion.
Nevertheless, while some approaches seek to optimize the common performance metrics,
other researchers are specifically focused on more intricate aspects of the VNE problem.

2.1.5. Execution of the Embedding Functions

As aforementioned, VNE can be decomposed into two discrete, yet interdependent,
subproblems. The computational demands of the virtual nodes should be mapped on the
available resources of the physical nodes (Virtual Node Mapping—VNM), whereas the
networking demands of the virtual links interconnecting those virtual nodes should be
embedded onto the residual resources of the physical paths (Virtual Link Mapping—VLM).

Under specific VNE requirements, such as QoS assurance or VN survivability, a
physical resource can be accordingly divided for hosting a number of virtual resources.
Furthermore, specifically modified algorithms have been documented with the function-
ality to split a virtual link and map its fractions over several substrate paths (SPs). This
technique is called path-splitting (PS) and is utilized with the purpose to achieve resource
redundancy and demand distribution [18,22].

The VNM and VLM embedding subproblems can be summarized in the following
two functions as suggested in [26].

fi : Ni → NS (4)

gi : Li → SP ⊆ SN (5)

The function fi, defined in (4), represents the virtual node embedding, whereas the
function gi, defined in (5), represents the virtual link mapping. The combined solution of both
functions form a complete embedding of the ith VN ∈ GV , notated by M(GV) = ( fi, gi).

2.1.6. Importance of Coordination

An initial approach is to solve the VNM (Equation (4)) and VLM (Equation (5))
functions separately and isolated from each other [18]. The absence of coordination suggests
that the VNM is solved during the first phase, providing its outcome as an input for the
solution of the VLM function, which is calculated during the second phase. Contrariwise,
the computational steps of VNM can be executed in coordination with the VLM calculations
with the goal to acquire an optimized output.

From the experimental results of the studied literature, we can recognize that the
adoption of any form of coordination between the node and link mapping stages, enriches
the solution space and increases the overall effectiveness of the embedding process, in
contrast to the uncoordinated use cases [22]. An alternative form of coordination can be
implemented by simultaneously solving the VNM and VLM subproblems during a single
stage, as performed in [27].

2.1.7. Outcome Evaluation

A universal method of evaluating the performance of an embedding strategy is to
collect and analyze the values of specified performance metrics after the completion of
the mapping stages. By doing so, the results of the mapping strategies can be evaluated
and the effectiveness of the VNE solutions can be contrasted on the basis of their mapping
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objectives as performed in [28]. Furthermore, other comparison approaches can be utilized,
as in [29], where the successfulness of algorithms that incorporate traversal techniques of
the same nature is challenged.

The required evaluation data can be collected by means of either hands-on experi-
mentation in productive or laboratory environments or by utilizing specialized software
tools, which can simulate the impact of VNE scenarios applied on networking domains of
controlled structure, properties, and scale.

2.1.8. VNE Problem Complexity

There is a multitude of computational problems of various categories. However, the
computational complexity theory focuses mainly on decision problems where the answer
is rather simple, such as the binary outcome of affirmative or negative responses [30].
An algorithm may be categorized as efficient when it utilizes a polynomial amount of
computational resources. If P is the class of decision problems that can be solved efficiently,
then NP could be identified as the class of problems for which there is an algorithm of
polynomial time, able to verify whether a given solution is correct or not.

As was previously stated, the VNE problem can be formulated mathematically. Under
the prism of this fact, VNE can be reduced to computer science optimization and decision
problems known for their complexity, such as the multi-commodity flow (MCF) or k-
multiway separator. Therefore, the NP-hardness of VNE is also established [21]. To avoid
resulting in unsustainable execution times, VNE implementations usually resort to solving
relaxed variants of the original formulations.

3. Related Work-Coordination Analysis

Previous works have contemplated with how coordination plays a pivotal role re-
garding the success rates of VNE strategies. This section elaborates on the coordination
methodologies applied by existing VNE approaches. As stated in Section 2.1.5 the VNE
problem is solved if and only if both of its subproblems, VNM and VLM (mathematically
represented by the fi and gi functions, respectively) are solved. Their respective results can
be calculated separately, or alternatively a more coordinated approach could be adopted.

3.1. Uncoordinated VNE

One approach for the VNM/VLM coordination is to solve each sub-problem in an
isolated and independent manner. In this case, VNM should be dealt with primarily, in the
sense that it provides the input to the VLM’s function. This lack of coordination between
the VNE subproblems is called uncoordinated VNE, and it was primarily proposed in [18],
where the authors’ main goal was to maximize the long-term revenue. A greedy algorithm
is used to solve VNM by choosing a set of eligible substrate nodes for each virtual node
and then assign the computational demands to the prominent one in every case based on
its available resources.

The gist of that methodology is to constantly utilize the resources of the most capable
substrate node for the satisfaction of the most demanding virtual one. Depending on
the functional capabilities of the underlying physical network, the VLM solution can be
implemented as either a single path mapping using the k-shortest path algorithm (Greedy-
kSP) [31] for increasing values of k or a multiple path mapping, by reduction from the MCF
problem [32] that splits the BW demand of a virtual link among several physical paths in
the SN (Greedy-PS).

However, the absence of coordination between node and link mapping may result in
disproportionally distancing the neighboring virtual nodes onto the substrate topology,
thus, increasing the overall cost of the embedded paths and, consequently, resulting in low
acceptance ratios, high network latencies and low long-term revenue.
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3.2. Coordinated VNE

Other VNE approaches have improved the performance of their solution by apply-
ing coordination mechanisms between the two embedding phases, in contrast to their
uncoordinated counterparts. Coordinated VNE can be solved either in two separate, but
coordinated, stages or in only one.

3.2.1. Two Stages Coordination

An early proposal to illustrate the two stages coordination was by Chowdhury et al.
in [22]. The objective of their study was to achieve a lower embedding cost by introducing
new constraints, such as the non-negative distance DV .

After receiving each incoming VNR and before the node mapping stage is commenced,
the substrate nodes are clustered into groups of candidate nodes, obeying the location and
capacity constraints for every virtual node. Afterward, a set of meta-nodes, one per virtual
node, are placed on top of the SN. By connecting each one to their respected neighboring
clustered nodes with edges of infinite resources, a temporary augmented substrate graph
is constructed.

Then, an algorithm of a Mixed Integer Programming (MIP) formulation is introduced
and applied over the aforementioned augmented graph with its main goal being the
minimization of the embedding cost. To circumvent the obstacle of the NP completeness
of the MIP, its linear programming relaxation is solved by rounding the obtained solution
either deterministically (DR) or randomly (RR). After a path between two meta-nodes
is chosen for the realization of a successful mapping, the computational demands of the
actual virtual nodes represented by those meta-nodes are embedded onto each of the
respected neighboring physical nodes of that path. Finally, the VLM function is performed
by implementing either the single path or the multi-path technique proposed in [18] and
documented above.

Coordination between both stages may prove to be robust, since the MIP formulation
used for the virtual node mapping ultimately takes into account the embedding of virtual
links existing onto the path between the source and destination meta-nodes. Therefore, the
goal of low embedding cost is likely to be achieved.

3.2.2. One Stage Coordination

For the realization of a single stage VNE solution, the simultaneous mapping of virtual
links and virtual nodes is presupposed. One good example for this variant is the approach
that incorporates the the Sub-graph Isomorphism Detection (SID) algorithm as suggested
by J. Lischka and H. Karl in [27]. An SID-based VNE solution was developed, incorporating
node and link mapping during the same phase. The authors’ main goal was to optimize
the revenue to cost ratio by efficiently managing the underlying substrate resources.

The devised algorithm searches for isomorphic subgraphs of VNs in the managed SN
that, at the same time, satisfy the demands of the processed VNR. Furthermore, the authors
proposed a parameter called the Search Length Limit (SLL), which thresholds the algo-
rithm’s search space and, consequently, the length of the formed SPs. The presence of the
SLL helps in preventing execution times of unacceptable proportions; however, depending
on its restrictiveness, the number of rejected VNRs may be increased substantially. Two
variations of the proposed algorithm are derived from their study. The SimpleVNMFlib,
whose SLL is statically set to a value of 10 hops, and the AdvancedVNMFlib with an SLL
value ranging between 1 and 10 hops.

It is advocated that these algorithms achieve better and faster mappings than the
two stage heuristic approach they compare it with and was developed by the authors
of [18]. Their results are allegedly more compelling especially regarding large SNs with
high resource consumption, which may be harder to map.
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3.3. Inter-InP Coordination

For completeness purposes, it should be noted that the entirety of the coordination
variants mentioned above consider the VNE as a concept delimited in a single-InP envi-
ronment (Intra-InP VNE). However, in real life conditions, the mapping of a VNR could
become a subject of collaboration among multiple InPs. A level of transparency is expected
in order to enable each InP to embed parts of the VN and connect the border nodes of their
constituent mappings by using the external links that interconnect those InPs. Therefore,
the VNR is divided by the SP into a number of sub-requests, which are eventually mapped
across several InPs.

Each partial embedding is performed by standard VNE algorithms and adheres
to the specific constraints and policies an individual InP imposes. Such an Inter-InP
coordination mechanism is intended to minimize the embedding cost and, under certain
circumstances, allocate the economical profit among the InPs accordingly and fairly [33].
Inter-InP coordination is out of the scope of this study.

3.4. Related Work Challenges

The authors of [18], despite utilizing the k shortest path technique during the link
mapping phase of their uncoordinated Greedy-kSP solution, did not present any results
regarding the performance variations of the aforementioned algorithm while selecting
different k values. Moreover, the study was entirely focused on portraying the algorithm’s
efficiency in the context of the revenue and cost metrics, forsaking the other available
performance indices which could have offered a more complete overview of the capabilities
of the involved solution.

The work presented in [22] represents a robust attempt to introduce a VNE solution
supporting two stages coordination by utilizing a range of performance metrics depicting
the algorithms’ capabilities over time. Nonetheless, the variations in the incoming VNRs’
density and intensity were not addressed in a managed way that could produce usable
data leading to useful conclusions, instead adopting a random distribution of VN scale.

Although, the researchers of the single stage coordinated SID solution presented
in [27] used an adequate variety of VN sizes between 20 and 40 nodes, the validity of their
experimental results relied on only two indices of intensity of the demanded resources. By
doing so, they narrowed the value space of received data, stripping their research from
possible important conclusions. Furthermore, despite the fact that the evaluation of their
results was achieved by utilizing the most prominent of the existing performance metrics,
an index that could represent the substrate resource economy, implied by the mapped node
distribution methodology, was not considered.

One common factor of overview incompleteness among the contemplated solutions
is the lack of a comparison between all the different coordination methodologies. Our
research aims to experimentally explore the potential of those solutions, on the basis of
their coordination taxonomy, and observe the factual limits of their capabilities.

4. Evaluation of Examined Solutions

In the beginning of this section, we present the optimization objective functions with
which the simulations are carried out. Afterward, we describe the setup of the simulated
experiments. We continue by presenting the selected evaluation metrics and conclude with
the distinctive experimental results.

4.1. Adopted Objective Functions

The targeted objectives of the solutions participating in our simulations are, hereafter,
listed and explained, being a key and critical element of the VNE problem. Specifically, the
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main interest of the authors of [18] is to maximize the long-term average revenue as given
by the following notation:

lim
T→∞

∑T
t=0 R(GV(t))

T
(6)

To achieve this goal, it is crucial to embed incoming VNRs efficiently, such that the
substrate resources are minimally occupied, hence, the maximization of revenue. For a
VNR denoted as GV , they define its revenue R(GV(t)) at any particular chronological
instance t, as:

R(GV(t)) = ∑
li∈Li

BW(li) + a ∑
ni∈Ni

CPU(ni) (7)

where li is a virtual link that belongs to the set Li, and ni is a virtual node that belongs to
the set Ni. They also introduce the tunable weight α, which allows the InP to maintain a
balanced outcome regarding the imminent costs of the given resource parameters, BW(li)
and CPU(ni).

The authors of [22] follow a similar approach regarding the principle of their objective.
They advocate that the lower the residual capacity of a particular substrate node or link,
the higher the value of the objective function. This notion is notated as follows:

minimize ∑
uv∈LS

αuv

RLS(u, v) ∑
l∈Li

BW(l)

+ ∑
n∈NS

βn

RNS(n)
∑

m∈Ni

CPU(m)
(8)

This simplified form of their objective function interprets that, for the given substrate
node n and physical path uv, the respective resources RNS and RLS with more residual
capacities are preferred over the resources with less residual capacities, thus, achieving
higher values of revenue. The parameters αuv and βn are used as weights in order to control
the balancing of the load while embedding a VNR.

However, in [27], the prime goal was to increase the value of the revenue divided by
the total mapping cost as a means to express the quality of a VNR mapping.

maximize R(GV)/cost(M(GV)) (9)

In order to achieve such a measurement for every embedded VNR, the developed
algorithm calculates the costs of the node and link mappings, defined in (10) and (11),
respectively. The authors associate the computational and bandwidth demands of the
processed virtual networks with the constraints of CPU and BW correspondingly. The
calculated costs are, therefore, combined in the constraint cost function defined in (12).

cost1(M(GV)) = ∑
ni∈Ni

CPU(ni) (10)

cost2(M(GV)) = ∑
li∈Li

BW(li) · length(gi) (11)

cost(M(GV)) =
2

∑
i=1

costi M(GV) (12)

The overall revenue of the mapping is denoted as R(GV) and expressed in (13)

R(GV) = ∑
ni∈Ni

CPU(ni) + ∑
li∈Li

BW(li) (13)
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The ratio in (9) receives values between 1 and 0, where the value of 1 represents an
optimal VN embedding and 0 an infeasible one.

4.2. Comparison Methodology

In our evaluation, we compare embedding solutions that represent the most distin-
guished coordination strategies. Another criterion for our selection was the common
ground that renders these solutions comparable—the direct relation among the optimiza-
tion objectives of their respective algorithms, as explained in Section 4.1. A concise overview
of the operation of these algorithms is presented in Sections 3.1 and 3.2. The exact map-
ping mechanisms and the variations that were involved in our simulated experiments are
displayed in Table 2.

Table 2. Examined mapping strategies.

Notations Embedding Solutions Coordination

Greedy-kSP Greedy Node Mapping and k shortest path Link Mapping Uncoordinated
Greedy-PS Greedy Node Mapping and Path Splitting Link Mapping Uncoordinated
D-ViNE-SP Coordinated Node and Link Mapping (kSP VLM w. DR) Coordinated two-stage
D-ViNE-PS Coordinated Node and Link Mapping (PS VLM w. DR) Coordinated two-stage
R-ViNE-SP Coordinated Node and Link Mapping (kSP VLM w. RR) Coordinated two-stage
R-ViNE-PS Coordinated Node and Link Mapping (PS VLM w. RR) Coordinated two-stage
SimpleVNMFlib Subgraph Isomorphism Detection (SID) w. SLL = 10 Coordinated single-stage
AdvancedVNMFlib Subgraph Isomorphism Detection (SID) w. SLL = {1 to 10} Coordinated single-stage

Before orchestrating and commencing the simulation trials, the setup of the supported
parameters of the selected algorithmic methodologies has to be agreed. By studying the
related literature, it was made clear that, despite the fact each compared solution provided a
variety of available tunable parameters, the range of their allowed thresholds was partially
explored, depriving the authors of substantial amount of produced data. This experimental
data incompleteness may have led to insufficient observations regarding the behavior
of each examined algorithm, thus, introducing the possibility of reaching to ambiguous
conclusions regarding the efficiency of the studied solutions. This eventuality fueled our
conviction that a more thorough comparison venture was required and particularly under
the prism of the applicable adopted coordination strategies.

4.3. Simulation Environment

To perform our experimentation trials, we used the ALEVIN simulation tool [34].
The most prominent characteristic of the ALEVIN framework is its extensive modular
capabilities. Depending on the examined scenario, a wide range of parameters, either
physical or virtual, is available. Moreover, because of its modular nature, new algorithms
and metrics can be regularly integrated. Our experimental scenarios were deployed on
a baseline mid-range computer platform with an Intel quad core architecture and 8 GB
of memory.

One can easily comprehend that the scale of data produced cannot approximate the
volume of experimental data a productive, real-life environment could provide. Therefore,
the implementation of simulations of greater magnitude that would require testbeds of
significant processing power, constitutes a milestone in our forthcoming work. The exact
specifications of all the simulation scenarios are presented in Tables 3–5.

4.3.1. Configuring the SN

The scale and size of the SN as well as the capacity of its elements remained the
same throughout all the executed scenarios, thus, creating a comparison baseline for our
experimental results, as portrayed in Table 3. We automatically created a topology of 50
substrate nodes via ALEVIN’s topology generator. The link utilization and processing
capacity thresholds were configured to 100 BW and CPU units, respectively.
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Table 3. Values of the physical parameters.

Substrate Network

Scenario ID Number
of Nodes

CPU
Cycles

BW
Units

s-idn : n = 1, 2, . . . , 16 50 100 100

4.3.2. Configuring the VNRs

Two fundamental simulation approaches have been adopted throughout the known
literature regarding handling the arrival of VNRs both online and offline. On the one
hand, the requests arrive dynamically and may remain in the network for an arbitrary
amount of time. By invoking the latter approach, the number and specifications of all
candidate VNRs are known in advance, and the algorithm process them at once. Although
the online handling of the VNRs is the equivalent of real-world environments, the offline
variant is utilized for the purposes of our research, in order to maintain the highest level of
control possible over the simulation parameters, thus, increasing the comparability of the
studied solutions.

Consequently, two simulation setups were designed, which differ on VNR density and
intensity: the first introduces 50 incoming VNRs, with three nodes per VNR (many–small
orientation) and the second adopts a smaller number of 20 VNRs, but with a higher density
of 10 nodes per VNR (few–large orientation). Both simulation approaches incorporate
a progressive increase in CPU and BW demands throughout the experimental iterations
(s-id), as observed in Tables 4 and 5.

Table 4. The many–small parameter configuration.

Virtual Network

Scenario ID Number
of VNRs

Nodes
per VNR

CPU
Cycles

BW
Units

s-id1 50 3 15 15

s-id2 50 3 15 30

s-id3 50 3 15 50

s-id4 50 3 15 70

s-id5 50 3 30 15

s-id6 50 3 30 30

s-id7 50 3 30 50

s-id8 50 3 30 70

s-id9 50 3 50 15

s-id10 50 3 50 30

s-id11 50 3 50 50

s-id12 50 3 50 70

s-id13 50 3 70 15

s-id14 50 3 70 30

s-id15 50 3 70 50

s-id16 50 3 70 70
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Table 5. The few–large parameter configuration.

Virtual Network

Scenario ID Number
of VNRs

Nodes
per VNR

CPU
Cycles

BW
Units

s-id1 20 10 15 15

s-id2 20 10 15 30

s-id3 20 10 15 50

s-id4 20 10 15 70

s-id5 20 10 30 15

s-id6 20 10 30 30

s-id7 20 10 30 50

s-id8 20 10 30 70

s-id9 20 10 50 15

s-id10 20 10 50 30

s-id11 20 10 50 50

s-id12 20 10 50 70

s-id13 20 10 70 15

s-id14 20 10 70 30

s-id15 20 10 70 50

s-id16 20 10 70 70

4.4. Performance Metrics

For the evaluation of our experimental results, we used the following performance
metrics. The acceptance ratio (AR) calculates the successfulness of an embedding solution
by dividing the number of completely mapped VNRs by the total number of processed
VNRs. To avoid any overly simplifications, we should mention that a high AR value by
itself does not necessarily translate to an absolutely efficient embedding strategy. The cost
to revenue measurement (COSTREV) represents the relationship between the cost of SN
resources spent and the revenue grossed after the completion of the mappings. However,
the higher the number of the rejected VNRs the lower the eventual cost may seem to be,
thus, determining a respectively low COSTREV value, which would fail to depict the real
successfulness of the embedding algorithm.

In this context, the COSTREV metric would prove to be a lesser quality indicator of
the executed mappings. A modified version of COSTREV could be the CR*MR metric [24],
which multiplies the former by the mapped revenue ratio. By dividing the number of the
mapped nodes of the successfully embedded VNRs to the total number of the residual
nodes of a SN that actively serve those VNRs, we can calculate the active node stress metric
(ANSTRESS). The running time (RT) is the time spent by each embedding process in order
to achieve a complete and successful VNR mapping.

4.5. Evaluation Results

Our simulation data and experimental results were evaluated and classified based on
specific directions as follows.

4.5.1. Variations on CPU and BW Demands

Acceptance Ratio (AR)—While the examined scenarios shift between progressively
increased CPU and BW demands, the studied solutions exhibit different variations in
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success rates. More specifically, the single stage coordination algorithms exceed all the
rest in successfully accepted incoming VNRs, as Figure 3a illustrates. They achieve such
a performance by also maintaining a stable and relatively reasonable decrease in AR
percentages as the intensity of the demand in CPU and BW resources steadily increase.
On the contrary, the two stages coordination and the uncoordinated techniques provide
less stable acceptance results as the demands intensify, especially those variants that
employ the k-shortest path link mapping algorithm. The two stages coordination, however,
outperforms the latter in every examined scenario.
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Figure 3. Success rates of the examined embedding strategies.

Equivalent performance behavior is also observed, regarding the few–large exper-
imental orientation with prospectively lower AR percentages, as depicted in Figure 3b.
Nevertheless, the success rates of the uncoordinated solutions collapse dramatically faster
in contrast to their coordinated counterparts, proving that denser VNRs pose as a heavier
task for that category of VNE algorithms.

Running Time (RT)—The solutions that incorporate the SID method obtain successful
results in undeniably lower execution times in comparison to the other strategies. By the
RT graphs, depicted in Figure 4, it is made clear that the SID-based solutions are faster in
either the many–small and the few–large orientations. Even so, the AdvancedVNMFlib
demands greater RT values regarding the more demanding VNRs due to the variable
nature of the SLL parameter in contrast to the SimpleVNMFlib (see Section 3.2.2). The
backtracking process of the AdvancedVNMFlib is a time consuming mechanism and, for
denser demands, provides no better results than the faster SimpleVNMFlib.

The greatest toll on execution time was taken by those strategies utilizing the two
stages coordination node and link mapping technique. As the RT graphs of Figure 4
illustrate, the time needed for the two-stage solutions to perform is many times greater
than the other opposed ones, exhibiting high complexity in the VNM and VLM calculation
steps of this coordination category.

The uncoordinated solutions appear to achieve equivalent execution times to their single
stage counterparts. However, they do so by lacking in AR percentages as was aforementioned.
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Figure 4. Execution times of the examined embedding strategies.

Cost/Revenue multiplied by Mapped Revenue (CR*MR)—The SimpleVNMFlib imple-
mentation that incorporates a 10-hop static SLL value and invokes inflexibly and constantly
longer network paths in comparison to the AdvancedVNMFlib alternative, which supports
values from 1 to 10. Furthermore, while the two stages coordination and uncoordinated
strategies appear to perform more efficiently over SimpleVNMFlib regarding the CR*MR
index, AdvancedVNMFlib achieves embeddings that are noticeably of lower cost during
both scenario orientations.

In addition, as depicted in Figure 5, the cost of the embeddings that D-ViNE-PS and
Greedy-PS achieve, is lower in comparison to D-ViNE-SP and Greedy-kSP, respectively, in
almost every scenario due to the use the multipath approach and the flexibility it provides.

Active Node Stress (ANSTRESS)—The two stages coordination and the uncoordinated
orientations tend to provide an even distribution of mapped resources, because of their
adopted methodology. As a result, they present lighter physical node stresses overall
(many–small scenarios as shown in Figure 6).
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Figure 5. Provisioning costs of the examined strategies.
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Figure 6. ANS of the examined embedding strategies.

Conversely, the single stage solutions, which are more revenue driven, tend to utilize
the more suitable rather than the more capable among the candidate substrate nodes. This
differentiation tends to fade rapidly for the few–large orientation scenarios, where the
capability of maintaining the number of Active Nodes (AN) to a minimum diminishes due
to the increased density of the incoming VNRs, as is profound in Figure 7.
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Figure 7. Active nodes of the examined embedding strategies.

4.5.2. Variations on the “k” Parameter

As described in Section 4.2 any possible latent potential the experimentation on the
variation of other parameters could reserve was not thoroughly explored. Such is the case
of the “k” variable regarding the utilization of the k shortest path technique in [18].

Acceptance Ratio (AR)—Figure 8 clarifies that, by relaxing the demand of exclusively
using the calculated shortest path for the interconnection of every mapped pair of virtual
nodes on the SN, one can achieve better AR percentages. Nevertheless, the range of the
successfulness of the preference in longer network paths is dependent on the scale and density



Telecom 2021, 2 406

of the incoming VNRs. As far as the many–small scenarios are concerned, the improvement
on the AR percentages is limited to the initial “k” values, after which no positive impact is
observed whatsoever. On the other hand, the increment in the success rates in the case of the
few–large simulations is more distinctive and ongoing as the “k” values advance.

Running Time (RT)—Although greater “k” values provide more successful embed-
dings, they also inflict significant delays in execution time, more severely so in the case of
the denser VNRs. This impact on RT is depicted in Figure 9.
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Figure 8. Success rate of “k” variations on Greedy-kSP.
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Figure 9. RT of the “k” variations on Greedy-kSP.

The two stages solutions were developed with the functionality of choosing between
a deterministic and a random way of rounding the solution of the linear program to
approximate the values of the binary variables in the original MIP (see Section 3.2.1).
However, the authors did not provide any experimental results regarding the interchange
between those methods.

By observing the graphs of Figure 10, it can easily be discerned that almost all ran-
domized trials completed faster compared to the deterministic ones, especially for the less
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demanding scenarios, meaning that less computational resources are needed to calculate
the rounded solution of the MIP’s linear programming relaxation stochastically rather
than deterministically.
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Figure 10. RT of the rounding techniques of R-ViNE-PS.

Both approaches achieved equivalent embedding success with more or less the same
cost indices, proving both rounded solutions as equally efficient (Figure 11). Moreover,
in most of the less demanding scenario cases (Figure 12a) of the two stages coordination
algorithms that utilize the PS technique (see Section 2.1.5) the deterministic approach
occupied less substrate nodes under the same or equivalent acceptance circumstances
(Figure 11a). Under the light of these discoveries, one can assume that the deterministic
approach is able to achieve a greener footprint in contrast to its random counterpart.
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Figure 11. Success of the rounding techniques of R-ViNE-PS.
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Figure 12. ANs of the rounding techniques of R-ViNE-PS.

5. Mixed Coordination Algorithm Proposal

The above results gave us the stimulus to propose a new and innovative algorithm
that has not been proposed before in the known literature to our knowledge. The algo-
rithm essentially creates a new category in the field of VNE coordination strategies. This
mixed stage coordination solution combines the benefits of both the single and two stage
candidates. The choice among the examined strategies was made according to their perfor-
mance during the presented experimental procedure. The R-ViNE-PS was chosen as the
two-stage representative because it performed equivalently to its deterministic counterpart
regarding the AR and ANS metrics as Figures 11 and 12 illustrate, respectively, but with
more competitive RTs (Figure 10).

As far as the single stage solution is concerned, the AdvancedVNMFlib Algorithm 1
was chosen, due to the fact that it clearly outperformed the SimpleVNMFlib variant during
the CR*MR index comparison (Figure 5), achieving embeddings of lower cost with relation
to the respected mapped revenue ratio.

Algorithm 1 Mixed-stage algorithm concept.

SN← (Ns, Ls)

VNR[j]← GV
j (VNi), VNi = (Ni, Li)

VNR′[j]← Greedy_sort(VNR[j])
SN′ ← SN
while IS_EMPTY(VNR′[]) 6= TRUE do

VNR_proc← VNR′[x]
if RII_calc(VNR_proc) < 0.04 then

SN′ ← R-ViNE-PS(SN′, VNR_proc)
else

SN′ ← AdvancedVNMFlib(SN′, VNR_proc)
end if
x← x + 1

end while
return SN′

The algorithm begins by initializing the substrate network SN with the sets of physical
nodes Ns and links Ls. By populating the VNR object, it is established that the number and
specifications of the incoming VNRs, denoted as GV

j (VNi), are predetermined and already
known, creating an offline VNE environment. In this context, index j represents the number
of the incoming VNRs, while index i indicates the scale of the VNs that constitute those
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VNRs. Afterward, each VNR is stored in the VNR_proc object and processed according
to the following strategy. The initial VNRs are mapped by the embedding procedures of
R-ViNE-PS, until the Relative Intensity Index (RII), calculated by the RII_calc() function,
surpasses the value of 0.04. The RII is calculated for every scenario by Equations (14)–(17):

RIIi =
AAIi

∑n
i=1 AAIi

(14)

AAIi = DIi × TDi (15)

DIi =
Nodes per VNR

Number of VNRs
(16)

TDi = [(Number of nodes)×CPU] + [(Number of links)× BW)] (17)

where AAI is the Absolute Intensity Index of each scenario i, DI is the Density Index of
the respected trial, and TD represents the Total Demand of the incoming VNRs during an
experimental iteration.

According to our experimental results and as Tables 6 and 7 portray, the performance
of the two-stage algorithm deteriorates after the RII passes the aforementioned threshold of
0.04. As the embedding process progresses, our algorithm begins to utilize the procedures
of AdvancedVNMFlib for the realization of the embeddings. Finally, when all the VNRs
have been successfully allocated or the SN resources have proven to be insufficient, the
algorithm stops and returns the set of the successful embeddings SN′.

This novel solution produced promising results and performed satisfactorily under
any circumstance of incoming VNRs, regardless of density and intensity. While the values
of the RII index allow it, the algorithm incorporates the additional distance constraint (see
Equation (2), Section 2.1.3 which thresholds the maximum permitted hops between virtual
nodes and the respective physical mapping candidates. By doing so, shorter substrate paths
are utilized, and less networking and computational resources are occupied; thus, lower
costs are achieved. However, when the critical threshold is reached, the algorithm shifts to
a more agile mapping strategy, adopting longer paths across the SN and maximizing the
mapped revenue.

Table 6. RII of R-ViNE-PS in the many–small parameter configuration.

Virtual Network

Scenario ID Number
of VNRs

Nodes
per VNR

CPU
Cycles

BW
Units

Number
of Links

Total
Demand

Density
Index

Absolute
Intensity Index

Relative
Intensity Index

s-id1 50 3 15 15 166 4740 0.06 284.4 0.0227

s-id2 50 3 15 30 166 7230 0.06 433.8 0.0347

s-id3 50 3 15 50 166 10,550 0.06 633 0.0506

s-id4 50 3 15 70 166 13,870 0.06 832.2 0.0665

s-id5 50 3 30 15 166 6990 0.06 419.4 0.0335

s-id6 50 3 30 30 166 9480 0.06 568.8 0.0455

s-id7 50 3 30 50 166 12,800 0.06 768 0.0614

s-id8 50 3 30 70 166 16,120 0.06 967.2 0.0773

s-id9 50 3 50 15 166 9990 0.06 599.4 0.0479

s-id10 50 3 50 30 166 12,480 0.06 748.8 0.0598

s-id11 50 3 50 50 166 15,800 0.06 948 0.0758

s-id12 50 3 50 70 166 19,120 0.06 1147.2 0.0917

s-id13 50 3 70 15 166 12,990 0.06 779.4 0.0623

s-id14 50 3 70 30 166 15,480 0.06 928.8 0.0742

s-id15 50 3 70 50 166 18,800 0.06 1128 0.0901

s-id16 50 3 70 70 166 22,120 0.06 1327.2 0.1061
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Table 7. RII of R-ViNE-PS in the few–large parameter configuration.

Virtual Network

Scenario ID Number
of VNRs

Nodes
per VNR

CPU
Cycles

BW
Units

Number
of Links

Total
Demand

Density
Index

Absolute
Intensity Index

Relative
Intensity Index

s-id1 20 10 15 15 166 5490 0.5 2745 0.0227

s-id2 20 10 15 30 166 7980 0.5 3990 0.0330

s-id3 20 10 15 50 166 11,300 0.5 5650 0.0468

s-id4 20 10 15 70 166 14,620 0.5 7310 0.0605

s-id5 20 10 30 15 166 8490 0.5 4245 0.0351

s-id6 20 10 30 30 166 10,980 0.5 5490 0.0455

s-id7 20 10 30 50 166 14,300 0.5 7150 0.0592

s-id8 20 10 30 70 166 17,620 0.5 8810 0.0729

s-id9 20 10 50 15 166 12,490 0.5 6245 0.0517

s-id10 20 10 50 30 166 14,980 0.5 7490 0.0620

s-id11 20 10 50 50 166 18,300 0.5 9150 0.0758

s-id12 20 10 50 70 166 21,620 0.5 10,810 0.0895

s-id13 20 10 70 15 166 16,490 0.5 8245 0.0683

s-id14 20 10 70 30 166 18,980 0.5 9490 0.0786

s-id15 20 10 70 50 166 22,300 0.5 11,150 0.0923

s-id16 20 10 70 70 166 25,620 0.5 12,810 0.1061

6. Conclusions and Future Work

Our research studied the most common proposed VNE solutions with different co-
ordination proposals for solving the VNM and VLM functions and experimentally tested
their capabilities. The goal was to exploit their potential in the context of their coordination
classification by undergoing exhaustive and thorough managed simulation trials and, at the
same time, invoke the variety of their available tunable parameters. By analyzing the abun-
dant acquired simulation data and by utilizing the majority of the available performance
indices, we reached the following conclusions.

The single stage coordination methods provided more robust outcomes overall, con-
trary to the two stages and uncoordinated approaches, classifying them as the most suitable
for fault-sensitive applications. The trend of the SID-based algorithms (AdvancedVNM-
Flib and SimpleVNMFlib) gave them a minor embedding success precedence over the
two stage contestants. Despite that fact, the former achieved such successfulness in both
outright short running times and within stable and consistent RT thresholds without being
affected by the demand intensity of the incoming VNRs. Whereas, the uncoordinated
counterparts were unable to handle the progressive increment of the demanded resources
despite their competitive running times, posing as more qualified for stateless, express
serving configurations, such as ad-hoc or sensor networks.

The evaluation of the ANSTRESS measurements, which can literally be translated into
an average provisioning cost index, revealed that the two stage coordination representatives
produced more balanced results in contrast to their single stage competitors, which are
restricted by the SLL limitations in order to perform competitively. The sparser the node
distribution was, the more robust the embedded VNs were and the less prone to general
loss of service.

An alternative interpretation could suggest that the uncoordinated and two stages
coordination solutions occupy an excessive number of physical nodes regardless of the
variation step and the gradual increase in the resource demands, whereas the single stage
solutions restrict the reservation of substrate computational entities, when it is feasible.
Thus, while the single stage proposals lack a resource distribution strategy according to the
previous analysis, they could achieve a greener embedding footprint and lower operating
costs for the InPs, especially for those VNRs of lesser demands in processing power.

Needless to say, judging by the abundance of our simulation results and the validity
of our concluding points, our efforts appear more than warranted. This study attributed
added value to the most prominent VNE strategies based on their coordination classi-



Telecom 2021, 2 411

fication, an approach not encountered in the VNE-oriented literature to the best of our
knowledge. It produced new measurable results for unexplored territory with respect to the
studied established VNE strategies and regarding the key points addressed in Section 3.4.
Moreover, our proposed algorithm offers another baseline of comparison between VNE
solutions as well as the beginning of a new class of mixed coordination strategies that reap
the benefits of more than one coordination category.

Nevertheless, this research should be furthered, and the next milestones are still to
be set. The development of a contestant to the two stages coordination solution based
on its unique non-negative distance attribute (see Section 3.2.1) is a goal for future work.
Furthermore, a research for a novel VLM driven solution, integrated with the routing
algebra functionality and enriched with isotonicity and monotonicity is the key to extending
the scope of our study.
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