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Abstract: Vehicular Named Data Networking (VNDN) is a revolutionary information-centric archi-
tecture specifically conceived for vehicular networks and characterized by name-based forwarding
and in-network caching. So far, a variety of caching schemes have been proposed for VNDN that
work in presence of static Data packets, like traditional Internet contents. However, with the advent
of Internet of Things (IoT) and Internet of Vehicles (IoV) applications, large sets of vehicular contents
are expected to be transient, i.e., they are characterized by a limited lifetime and become invalid after
the latter expires. This is the case of information related to road traffic or parking lot availability,
which can change after a few minutes—or even after a few seconds—it has been generated at the
source. The transiency of contents may highly influence the network performance, including the gain
of in-network caching. Therefore, in this paper, we consider the dissemination of transient contents
in vehicular networks and its effects on VNDN caching. By providing a detailed review of related
work, we identify the main challenges and objectives when caching transient contents, e.g., to avoid
cache inconsistency, to minimize the Age of Information (AoI) and the retrieval latency, and the main
strategies to fulfill them. We scan the existing caching and replacement policies specifically designed
for transient contents in VNDN and, finally, we outline interesting research perspectives.

Keywords: Vehicular Named Data Networking; vehicular networks; Named Data Networking;
Information Centric Networking; Internet of Things

1. Introduction

Named Data Networking (NDN) is a revolutionary Information Centric Networking
(ICN) architecture that turns the contents into the first class network citizens [1]. Instead of
using IP addresses, NDN nodes directly leverage application-level content names to dis-
seminate and retrieve self-consistent Data packets. In-network caching is natively enabled,
which makes NDN a valuable solution for challenging wireless environments characterized
by mobility and intermittent connectivity, like delay-tolerant and opportunistic networks
and vehicular networks [2].

The applicability of NDN in vehicular environments has been originally presented
in References [3,4]. There, the authors explored the benefits of name-based forwarding
and caching provided by NDN against the host-centric connection-oriented IP-based
model, which poorly suits highly dynamic environments with possibly opportunistic
connectivity. The resulting architecture, referred to as Vehicular NDN (VNDN), is based
on the broadcast exchange of content request packets, called Interests, and Data packets,
which carry the requested contents. A vehicle or a Road Side Unit (RSU) acting as content
consumer broadcasts an Interest to retrieve a named content. Any other node owing the
requested Data packet, either the original producer or a cacher, can answer the request.
Conversely, if the packet is not locally available, the node can further broadcast the Interest.
Incoming Data packets can be potentially cached by any node to satisfy future requests.
The storage unit, called Content Store (CS) in NDN, can be managed through different
policies. Although the reference caching scheme is Cache Everything Everywhere (CEE)
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coupled with Least Recently Used (LRU) replacement, NDN is open to the implementation
of other strategies.

So far, a large body of research has been devoted to the development of forwarding
strategies that reduce potential broadcast storm issues and speed up the data retrieval in
VNDN [5–7]. In parallel, several caching strategies have been proposed to improve the
availability of contents [8,9]. However, these works have considered the dissemination
of static contents, like traditional Internet multimedia files, which do not change over
time. Vice versa, due to the increasing popularity of Internet of Things (IoT) and Internet
of Vehicles (IoV) applications, a large number of vehicular contents are expected to be
transient, i.e., they can change over time to reflect the current status of vehicles, streets, and
nearby point of interests [10].

NDN nodes recognize transient contents, thanks to the so-called FRESHNESSPERIOD,
a field in the header of the Data packet that can be set by the source to specify the lifetime
of the content, in milliseconds (https://named-data.net/doc/NDN-packet-spec/current/
data.html, accessed on 23 December 2020). If a received Data packet carries a FRESH-
NESSPERIOD greater than zero, a node considers it fresh. The FRESHNESSPERIOD is treated
as a timeout by the CS: when the latter expires, the packet is marked as non-fresh.

Clearly, the transiency of contents highly impacts on the performance of in-network
caching and the research community is questioning if it would be still useful to fill the
limited content store of NDN nodes with packets that are ready to expire. Especially
in vehicular contexts, consumer applications are interested in fresh data. For instance,
processing outdated information about road traffic conditions could compromise the
reliability of intelligent driving applications. Receiving outdated information about parking
lots availability may affect route and trip planning.

In this paper, we explore challenges and benefits of caching transient information in
VNDN. As shown in Figure 1, after introducing the VNDN architecture, we develop a thor-
ough analysis on caching transient contents by also exploring related research conducted
over the years, outside the NDN scope. Then, we present an in-depth overview about
how VNDN can improve its delivery performance if freshness-awareness is introduced in
the caching and replacement mechanism. A set of lesson learned and interesting research
perspectives are also outlined.

Figure 1. Organization of the paper (graphical view).

https://named-data.net/doc/NDN-packet-spec/current/data.html
https://named-data.net/doc/NDN-packet-spec/current/data.html
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A few existing survey papers about VNDN can be already found in the literature;
however, none of them tackle our targets. In particular, the applicability of NDN in vehicu-
lar networks, coupled with a preliminary analysis of related work, was originally discussed
in References [11,12]; however, caching aspects were only briefly introduced. The work
in Reference [13] surveys existing NDN forwarding strategies for vehicular ad hoc net-
works (VANETs), without focusing on the literature about caching. A comprehensive and
systematic survey of VNDN-based communications is reported in Reference [14], where
the authors cover different architectural aspects related to naming, routing, forwarding,
caching, mobility, and security. However, their analysis does not consider the case of
transient information. Similarly, the work in Reference [15] is specifically devoted to
VNDN caching, but it does not elaborate on the benefits and challenges of caching transient
contents. To the best of our knowledge, this paper represents the first effort to review and
analyze transient content caching in VNDN.

The rest of the paper is organized as follows. Section 2 introduces VNDN and the ref-
erence network scenario. Section 3 surveys existing works dealing with transient contents
in traditional vehicular networks and identifies a set of lesson learned and inputs for the
subsequent analysis in the NDN context, reported in Section 4. Section 5 surveys existing
caching and replacement policies specifically designed for transient contents in VNDN,
while Section 6 presents some future research perspectives. Finally, Section 7 concludes
the paper.

2. Vehicular NDN

Vehicular networks were originally conceived to support two broad classes of appli-
cations, namely: (i) safety applications, devoted to improving the safety of drivers and
passengers, and (ii) non-safety applications, with infotainment purposes. Today, however,
the advent of intelligent and autonomous driving applications has turned connected vehi-
cles into one of the major contributors of IoT traffic and has promoted the new Internet
of Vehicle (IoV) paradigm. Provided with multiple on-board sensors, cameras and GPS
devices, vehicles will generate and process terabytes of contents per driving hour, while
offering advanced driving experiences to drivers and passengers. A proper network archi-
tecture is, therefore, required that effectively and reliably delivers vehicular information
in presence of mobility, harsh propagation conditions, and typically stringent latency
constraints. In this challenging context, NDN, and particularly its customization in the
vehicular environment, namely VNDN [4], represents an extremely promising solution.

In principle, VNDN can operate in presence of multiple wireless access standards,
including the most prominent alternatives for vehicular networks, namely IEEE 802.11p
and Cellular Vehicle to Everything (C-V2X) [16]. In the following, however, we mainly
refer to vehicular ad hoc networks (VANETs) based on IEEE 802.11p, which is the reference
technology in almost all the VNDN-based solutions available in the literature [14].

As shown in Figure 2, in the considered VNDN network, vehicular on-board units
(OBUs) interact among each other through vehicle-to-vehicle (V2V) communications,
and with nearby road-side units (RSUs) and other infrastructure elements, e.g., smart
semaphores, through vehicle-to-infrastructure (V2I) communications. In the majority of
VNDN deployments, V2V and V2I interactions are based on the broadcast exchange of
Interest and Data packets to maximize the data sharing over the wireless channel.

The basic forwarding strategy in VNDN consists of controlled-flooding [4]. A con-
sumer node (either a vehicle or a RSU) broadcasts the Interest packet. Each node R receiving
the request checks if it maintains the Data packet in the CS. If so, it schedules the broadcast-
ing of the Data after a certain time, to avoid collisions with other neighbors. Otherwise, R
schedules the re-transmission of the Interest packet. If R overhears the Data or the Interest
transmitted by other nodes, then it cancels its own transmission. In case of an Interest
(re)-transmission, the request is maintained in a data structure called Pending Interest Table
(PIT) until the correspondent Data packet is received or the Interest lifetime expires.
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Figure 2. Reference Vehicular Named Data Networking (VNDN) scenario.

NDN nodes are usually provided with multiple access network interfaces; therefore,
to forward the content requests, they record the outgoing interface(s) per each named prefix
in the so-called Forwarding Information Base (FIB). In the considered scenario, however,
we assume that node R is provided with a single wireless access interface, i.e., IEEE
802.11p; therefore, it simply re-broadcasts the packet over the same interface the Interest
arrived from. The request travels hop by hop in the network until the Data is discovered or
an hop count, carried in the header and decremented at each hop, is set to zero.

Multiple approaches have been proposed over the years to limit the adverse effects
of packet broadcasting, e.g., high traffic congestion and limited reliability, and improve
the forwarding decision. For instance, in References [7,17], the effects of the hop count
added in the Interest header to limit the multi-hop forwarding of the requests are studied.
In Reference [18], controlled-flooding is used only to discover the content provider (either
the original producer or a cacher). Then, subsequent Interests are marked with the MAC
address of the discovered provider and only the nodes in the path towards it are allowed to
forward the requests. In Reference [19], the authors leverage the GPS technology on-board
of vehicles and extend VNDN forwarding with the concept of geo-location. Content name
prefixes are mapped to the geographic areas of their producers and Interests are forwarded
based on that geographical information. Vice versa, in Reference [20], vehicles maintain
a table that tracks information about the neighbor nodes, like their speed and direction.
When an Interest must be forwarded, vehicles access the table to select the best forwarder
among their neighbors.

Notwithstanding the different implementation details of the forwarding strategy, all
VNDN designs benefit from the native in-network caching function provided by NDN.
The simplest and fast caching scheme, implemented in the vanilla NDN implementation,
is CEE, where all incoming packets are cached. If the CS is full, a replacement operation is
performed which can be based on traditional policies, like LRU.

Many other caching solutions were proposed in the literature that outperform CEE.
They range from simple random caching [21] to topology-based and popularity-based
schemes [14]. However, the majority of them refer to traditional static contents [22].
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3. Transient Contents in VANETs: An Overview

Even before the advent of VNDN, the transmission of transient contents was con-
sidered in vehicular networks, and the majority of attention was devoted to the context
of safety applications [23]. Indeed, these latter require the regular exchange of timely
information about the state of vehicles, e.g., position and speed, to effectively protect
the users on wheels. Sometimes simply referred to as beacons, different status messages
that change over time have been standardized over the years. For instance, cooperative
awareness messages (CAM) were defined by the European Telecommunication Standard
Institute (ETSI) in the standard EN 302 637-2 [24]. Each CAM includes the current position,
speed and direction of the originating vehicle and the transmission triggering conditions
depend on the variation of the kinematics parameters. Basically, the vehicle compares
its current kinematic measurements with the ones of the last generated CAM and, if the
difference is above a pre-defined threshold, the vehicle triggers a new CAM transmission.
Therefore, the actual CAM sending rate is generally unpredictable; ETSI only defines
lower and upper bounds for the generation period, i.e., respectively, 100 ms and 1000 ms.
Of course, time-critical safety applications built on top of CAMs (e.g., for accident warning)
are interested in receiving fresh information; otherwise, they cannot work properly.

In the following, we shortly introduce the main literature dealing with transient
contents in vehicular networks, but outside the NDN context. We observe that the majority
of research works in this field target the Age of Information (AoI) concept when considering
safety applications and routing protocols and only few works were devoted to transient
non-safety traffic. We conclude the section by identifying a set of insights for our subsequent
analysis in VNDN networks.

3.1. Minimizing Age of Information of Safety Information

The first works in the context of transient contents for safety applications were devoted
to minimize the average end-to-end delay observed in the vehicles’ states within a certain
group of nodes [23] and called into the picture the concept of AoI, a performance metric
measuring information freshness at the destination node. By identifying the time elapsed
since the current data was created, AoI identifies how outdated the retrieved information is.

We can assume that a content ck is updated over time by its source, which therefore
originates a time series of content objects ck,1, ck,2, etc., each one characterized by a times-
tamp Tck,1 , Tck,2 , and so on. At time t, the age of ck,1 can be computed as: AoIck,1 = t − Tck,1 .
As shown in Figure 3, whenever a new message is received at the consumer, the AoI drops
to zero, and then it grows until the next update.

Figure 3. Age of Information (AoI) variation at the consumer side, when receiving subsequent
updates of content ck.

Ideally, each consumer should receive only the current valid version of the content [25];
information with high AoI is potentially unreliable and irrelevant. Receiving ck,1, when the
most fresh version of the content is ck,2, could potentially compromise the behavior of the
safety application.
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The preliminary work in Reference [26] analyzes the performance of information
dissemination in urban VANETs with direct focus on AoI measures. The authors find that
AoI grows almost linearly with the distance from the source and it also strongly depends
on the density of vehicles. Similar considerations were reported in Reference [27], in the
context of a free parking places discovery applications. In Reference [28], the authors
focus on the AoI of broadcast beacons sent by vehicles and study the trade-off between
the sending frequency of the messages and the congestion induced in the wireless IEEE
802.11p channel. An analytical model capturing the distributed contention in the VANET
is proposed that shows how AoI changes with the beacon sending frequency and the
vehicle density. When the latter parameters are high, the wireless medium tends to be
congested, the channel access time increases, the message loss ratio increases due to
collisions and the AoI increases, as well. On the other side, when the sending frequency
reduces, the contention on the wireless channel reduces, as well, but the AoI intrinsically
increases. Basically, the frequency of beacons should be adaptive and set according to
the current vehicle density. Vehicles that move in a sparse zone can increase the message
sending frequency, since the chances of collisions are low. Conversely, in crowded areas,
they must decrease the sending frequency.

As a result, it is crucial to design transmission and caching mechanisms that minimize
AoI and guarantee that the data, even when retrieved from the cache of an intermediate
node, is not outdated. However, deciding when to discard stale data, and possibly update
the cache, is not trivial in many circumstances. Sometimes, frequent updates are not
possible because there are network constraints, like limited bandwidth [25], or because the
cacher/recipient has lost the contact with the source or has poor and unreliable connectivity
with it [26], e.g., a common condition in vehicular networks.

Literature works usually model the generation process of transient contents as a
queuing system in which the packets arrive at the source by following a stochastic distri-
bution [29]. The source transmits the packets using a certain policy, like First-Come-First-
Served (FCFS) or Least-Come-First-Served (LCFS), and only a single packet transmission
occurs at a given time. For instance, in Reference [23], the authors assume that vehicles
transmit their message updates periodically and find that AoI could be improved by con-
trolling the MAC layer queue and, in particular, by changing the queuing policy from
FCFS to LCFS. To further reduce the AoI, the work in Reference [30] proposes a proactive
queue management scheme that discards old updates waiting in the queue when a new
sample arrives.

More advanced scheduling mechanisms are proposed to minimize AoI and, some-
times, jointly satisfy other performance metrics, e.g., limiting the energy consumption or
the network congestion [31]. More recently, the notion of AoI has been considered for ana-
lyzing ultra-reliable low-latency communications (URLLC) in 5G vehicular networks [32].
The proposal considers both periodic and stochastic arrivals of transient packets and allows
vehicles to minimize their transmit power while ensuring URLLC communications based
on a probabilistic measure of AoI violation.

3.2. Transient Information for Non-Safety Applications and Routing Protocols

Pushed by the increasing diffusion of IoT applications, vehicles are turning into mobile
sensing platforms that capture transient information feeding a variety of smart city services,
some of them with just infotainment purposes. Therefore, the interest in transient content is
steadily growing also in the presence of non-safety applications, although they usually have
less time critical requirements than safety applications. In addition to traditional Internet
services and media sharing, they include air pollution monitoring, urban surveillance,
waste management and many other location-based services [33]. Therefore, non-safety
transient vehicular traffic can be roughly distinguished into two main classes: (i) small
sized IoT data, e.g., captured by sensors deployed on-board of vehicles, and (ii) multimedia
contents randomly or periodically updated, e.g., audio and video information about
vehicular traffic captured by cameras.
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The work in Reference [34] considers generic transient contents that are updated at
an origin Internet server at Poisson-distributed time instants and then distributed in the
VANET through RSUs. Vehicles aim at maximizing the freshness of the retrieved content
and the efficiency in the utilization of radio resources. To reach the targeted objectives,
the proposal defines an optimal scheduling of data traffic over the existing links and selects
a set of parked vehicles as optimal relays. Freshness information can be also included in
the request/query packets [35]. If a newly received request is too old compared to other
ones previously received, then the source or cacher node can simply decide to discard it.

In addition, multiple signaling packets originated and/or processed by vehicular
routing protocols are transient information. In particular, geographic routing protocols
leverage the (changing) geographic position of sender and receiver (usually obtained
from GPS devices) to create path(s) between the endpoints [36]. Each sender employs a
location-based service to discover the position of the destination and this information must
be extremely fresh to ensure a reliable routing decision. Road-based routing protocols
belong to this category: they create network routes as successions of road intersections
where vehicles transit with high probability and provide multi-hop connectivity. The work
in Reference [37] leverages real-time vehicular traffic information to create road-based
paths in a proactive or reactive fashion. In the first case, vehicles generate connectivity
packets (CPs) periodically, by considering the estimated current number of vehicles in the
networks, historical data about vehicle density, and the time elapsed from the last received
CP. The routing packets create a graph of connected road segments and are used to compute
the shortest paths to destinations. Conversely, in the second case, routes are discovered on
demand and reported in the packet headers to implement a source-routing scheme. In both
cases, packets carry a timestamp to intrinsically reflect the freshness of the information.
Synchronization among vehicles is reliably guaranteed by the GPS technology.

3.3. Caching

In-network caching in VANETs was considered years before the advent of VNDN,
thanks to its intrinsic benefits, like reducing retrieval delay and traffic congestion and
improving data access. However only few works investigated transient content caching
and focused on two main research areas, namely the support of cache consistency and the
design of caching decision strategies.

Cache consistency. In presence of transient contents and mobile environments, a first
problem to face is the cache consistency, as preliminary analyzed in Reference [38]. The
simplest way to ensure consistency is to include a lifetime in the content packet: when the
latter expires, the node can drop the information since it is outdated. When the lifetime
information is not available, then two approaches are possible: (i) in the source-initiated
one, the source pushes to the other cachers the new version of the content; and (ii) in the
cache-initiated one, the cachers pull the source to receive the update. To limit the signaling
overhead between the endpoints, in Reference [38], some highly accessible and stable
mobile nodes are selected to relay invalidation information to the cachers. A cooperative
cache invalidation strategy is also proposed in Reference [39], where access points or
RSUs are in charge of distributing updates of Internet contents. Clearly, these schemes
are not always feasible in VANETs due to the presence of frequent disconnections and
opportunistic contacts and the possible lack of infrastructure elements.

Caching strategies. A pioneering caching strategy for wireless ad hoc networks
with data freshness awareness is Hamlet [35]. The proposal assumes that contents are
fragmented in chunks tagged with a version identifier value, to distinguish the fresh
ones from the stale ones. Consumers nodes cache packets according to a metric called
content presence index, which estimates the availability of the content in the network. This
information is obtained by taking into account the messages overheard in the neighborhood
and the hop count distance from the origin source/cacher piggybacked in the retrieved
content. In order to maximize the data diversity and limit the network traffic, the caching
probability is inversely proportional to the presence index: there is basically no need to



Telecom 2021, 2 82

cache a content that is easily accessible in the network. In addition, if a node receives
different versions of the requested content, it will only cache the most recent one and
discard the others. If an older version is available in the cache, it will be replaced.

More recently, the work in Reference [40] defined a caching strategy based on the
relationship between content popularity and freshness. Potential cachers track the AoI
of contents and their request rate and select the content to cache in order to maximize
the cache hit ratio. The rationale behind the conceived strategy is twofold: first, packets
with higher AoI are less likely to be requested, and, second, popular packets have a higher
chance to be requested. The strategy is autonomous and based on local measurements of
content request rate and AoI.

3.4. Main Insights

As summarized in Table 1, our review shows that transient contents were considered in
VANETs literature although less attention was devoted to the design of caching strategies.

Table 1. Transient Contents in (non-Named Data Networking (NDN)) vehicular ad hoc networks (VANETs): main topics
and findings.

Topic Challenges Main Findings

AoI Assessment
• Vehicular applications, especially safety

ones, are interested in the freshest content
version

• AoI increases with the distance between
the endpoints and the vehicle
density [26,27]

AoI Minimization
• To reduce AoI when dealing with

transient safety and non-safety traffic

• Smart queuing mechanisms at the MAC
layer, e.g., LCFS [23,29]

• Timestamp in both query and content
packets to recognize and discard the older
ones [37]

• To adapt the sending frequency to the
density of nodes [28,31]

Cache Consistency
• To recognize if the data is fresh or stale
• To align cached contents with the updates

at the source

• Lifetime and timestamp/sequence
number information (if available) avoid
the issue [37,38]

• Source-initiated pushing or
cache-initiated pulling to, respectively,
disseminate or receive the new content
version [38,39]

Caching Strategy
• To decide what to cache and for how long,

according to the freshness information,
among other parameters

• To reduce the caching probability of
contents with high AoI [35,40]

• If more versions of the content are
available, older ones should be
discarded [35]

Without loss of generality and despite the application domain (i.e., safety or not
safety), we can broadly classify vehicular transient contents into two main categories:

• Contents with a fixed predefined lifetime. In this case, contents are characterized
by a fixed lifetime that is usually application-specific [41]. Traditional beaconing
approaches with a fixed frequency of message generation and monitoring applications
that capture parameters at regular intervals belong to this category, e.g., environmental
data, like humidity and temperature periodically captured by sensors deployed in
RSUs or on-board of vehicles. Timestamp and lifetime (or refresh period) information
can be set by the source and advertised directly in the content packet. Therefore
it is extremely simple to maintain cache consistency and evict stale data. Thanks
to GPS receivers, synchronization can be easily maintained among vehicles and
infrastructure elements.
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• Contents with a variable lifetime. In this case, the lifetime is a-priori unknown:
contents are updated by their producers randomly or on an event basis. Sometimes,
the generation sampling rate is the result of policies that trade off between the timeli-
ness of the information and other network parameters [31]. When different versions
of the content are available in the network, a timestamp or a sequence number set by
the source are crucial to recognize the freshest versions.

Related literature works have also identified some intrinsic features of vehicular
communications that affect information freshness, namely the distance between the com-
munication endpoints and the vehicle density. Queue management at the MAC layer has
been recognized as a fundamental feature to reduce the age of information and different
scheduling techniques have been explored. Vice versa, we could not find many solutions
about freshness-aware caching. This is mainly due to the fact that the interest in transient
contents is relatively new and mainly related to the advent of IoT/IoV applications and
NDN. Moreover, NDN is the first popular networking architecture providing a reference
in-network caching mechanism able to work in heterogeneous network environments,
ranging from the wired Internet to vehicular and IoT networks.

4. Transient Contents Caching in NDN

The lifetime of transient contents can largely vary from some milliseconds to minutes
or hours, depending on the application domain and the characteristics of the source.
Therefore, the first research works in this field were centered to verify if NDN caching
is still useful in presence of transient contents, especially those that expire very quickly,
like in the context of IoT and wireless sensor networks [42,43]. Since these environments
are part of the complex IoV vision, we provide a basic review of the main research results
obtained in this area.

4.1. Caching Policies in IoT and Sensor Networks

In Reference [42], Baccelli et al., present a detailed experimentation of NDN per-
formance in a smart campus in the presence of transient IoT contents. They find that
caching is still extremely beneficial, especially in presence of multi-hop lossy channels and
constrained sources.

Vural et al., in Reference [43], defines a probabilistic caching strategy for Internet
content routers that trades off between IoT data lifetime and multihop communications. As
also found in previous works on vehicular networks [23], AoI increases with the distance
between consumer and producer; therefore, the freshness is maximum when the data is
directly fetched from its producer and decreases when the packet moves away from it.
The caching decision tries to balance freshness and communication costs.

But freshness is not the only crucial parameter to consider when dealing with transient
contents. In particular, sensors are the principal sources of transient contents, which are
generated as time series of readings, e.g., humidity, temperature, and CO2 emissions. Being
usually battery-powered devices, energy efficiency becomes a major concern. Indeed,
on the one side, caching generally reduces the network energy consumption and the load
on the producers, since queries can be resolved closer to the consumers. On the other side,
a caching operation incurs a certain energy consumption on the node, which has to access
his memory resource and transmits the information on behalf of the original source. As a
result, in the presence of constrained devices, caching could be selectively performed or
even completely inhibited.

In Reference [44], sensors autonomously decide whether to cache the received packets,
according to a composite probabilistic decision metric that takes into account the freshness
of the item, the current battery level and the free storage space. The higher the freshness,
the battery level and the free storage space, the higher the caching probability. Vice versa,
the probability decreases. A cooperative strategy is instead proposed in Reference [45],
where the constrained devices share among each other the load of answering to the content
requests. Each node in the network periodically broadcasts its data to the neighbors, which
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cache them. As a result, some devices can sleep, while the others remain active and provide
the contents.

Fortunately, vehicles do not have strict energy constraints and they can easily collect
data from neighbor sensors. Of course, although they may leverage consistent storage
resources, the number of cacheable contents is generally higher than the available storage
space and some selective caching decisions should be performed.

A content parameter that traditionally is taken into account to filter the caching
decision is the content popularity: reasonably, the caching gain can be maximized if the
more requested contents are cached.

The work in Reference [46] designs an autonomous probabilistic caching strategy for
IoT contents that jointly considers lifetime and popularity parameters. The FRESHNESSPE-
RIOD carried in the NDN Data packets is used by the potential cacher to estimate if packets
are long-lived and short-lived, while the rate of received requests is used to distinguish
popular and non-popular contents. The strategy assumes that non-popular contents are
never cached (i.e., the caching probability is set to zero), while popular long-lived contents
are always cached (i.e., the caching probability is set to one). Finally, popular short-lived
contents are cached with a probability that is directly proportional to the freshness of
the content. The same parameters and caching logic are used in Reference [47], but the
proposed mechanism is cooperative and depends on the position of the caching nodes,
which are classified into three main categories. Root nodes are directly connected to the
IoT sources, edge nodes are directly connected to the consumers, and the remaining ones
are middle-level nodes. A different caching threshold is assumed that varies depending on
the node’s category: edge nodes have the smallest threshold in order to cache more data
and reduce the retrieval delay. Vice versa, root nodes have the highest caching threshold
and are supposed to cache only long-lasting contents. Moreover, the threshold is adapted
according to the storage space and the number of incoming requests, as previously con-
ceived in the popularity-based scheme in Reference [48]. The threshold reduces if the
cacher has free storage space and the incoming request rate decreases, while it increases in
the opposite case.

All in all, it can be observed that freshness and popularity are two crucial content
parameters when dealing with caching transient contents. In addition, some attributes of
the nodes, like storage space, topological position, and possible energy constraints, can be
taken into account, as in traditional caching strategies for static Internet contents [49].

4.2. Replacement Policies

Traditional replacement policies, like LRU and LFU, can work also in presence of
transient contents. However, the freshness may also drive the cache replacement operation.
Contents that are ready to expire are reasonably the best candidates to be evicted from the
CS, when the latter is full and a new packet should be cached. If packets carry lifetime and
timestamp information, it is trivial to check when the packet must be dropped.

Thanks to the FRESHNESSPERIOD carried in each Data packet, NDN can natively
recognize if a transient packet is stale. Indeed, the FRESHNESSPERIOD is treated like a
timeout by the CS, and, when it expires, the packet is marked as non-fresh.

NDN consumers decide whether Interests can be answered by non-fresh Data packets,
or not, by using the Interest MUSTBEFRESH field. However, some designs, like the ones
in References [41,44], decide to immediately evict from the CS all the stale packets, thus
freeing resources for new fresh information.

When the lifetime is not known in advance, forecasting methods can be developed to
estimate, at the consumer/cacher side, when a new version of the content will be generated
at the source [50]. For example, the Least Fresh First (LFF) policy in Reference [50] has
been conceived for transient traffic originated by sensors and evicts the items that are
supposed to be replaced soon based on forecasting of sensors-related future events. In
order to predict the residual lifetime of the packet, LFF leverages an Autoregressive Moving
Average (ARMA) model for time series forecasting.
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5. To Cache and Replace Transient Contents in VNDN

In this section, we present a classification and analysis of the existing solutions pro-
posed in the context of VNDN caching. First, we focus on the problem of cache consistency,
and then we present the literature about caching decision and replacement policies.

5.1. Cache Consistency

In principle, multiple versions of the same content may exist in VNDN networks. The
work in Reference [41] provides a detailed analysis of cache consistency in VNDN and
shows that maintaining only the FRESHNESSPERIOD in the Data packet, as foreseen in
vanilla NDN, is not enough to ensure consistency in the CS. Indeed, the FRESHNESSPERIOD

does not indicate when the content has been generated, but only the time period it can
remain in the CS since it has been cached. The value is also immutable and the cacher(s)
cannot update it. In vehicular environments, especially when mobile nodes act as data
mules, this behavior can create some major inconsistency effects, as demonstrated in the
following example from Reference [41]. Let us consider a simple scenario where an RSU
monitors the average speed on a certain road and produces Data packets named avgSpeed
with FRESHNESSPERIOD = 60 s. An NDN car A passing nearby requests the Data at time
t = 0 s and it is allowed to cache it for 60 s. Then, when t = 50 s another vehicle B asks
for the same packet and receives it from A. By reading the FRESHNESSPERIOD, the packet
could be stored in the CS of node B for 60 s, but the actual residual lifetime of the packet is
only 10 s. If, at t = 70 s, a vehicle C receives the same packet from B, the information is
actually stale but C does not have any means to understand this. Therefore, to avoid cache
inconsistency and correctly compute the residual lifetime, a timestamp should be added in
the Data packet header. If adding additional timing information is not possible, e.g., when
data are provided by IoV sensors implementing low-rate and low-power protocols and
there are limitations in the packet size, consumers can apply forecasting methods, like the
one considered in Reference [50], to estimate the residual lifetime.

5.2. Caching Policies

The simplest caching scheme for VNDN conceived for transient contents is deployed
in Reference [41]. The strategy, called Freshness-Driven Caching (FDC), distinguishes
between short- and long- lasting contents and varies the caching probability depending on
the residual lifetime (RL) of the received Data packet. The RL parameter of a packet dk is
computed by considering the FRESHNESSPERIOD, the timestamp (additionally included
by the source to avoid cache inconsistency) and the time instant t when the packet dk is
received, as follows: RL(dk) = timestamp(dk) + FreshnessPeriod(dk)− t. If RL(dk) < 0 the
packet is expired.

A dynamic threshold Th, used to distinguish long- or short-lasting contents, is ob-
tained as the exponential weighted moving average (EWMA) of the residual lifetimes
carried by the received packets. If the residual lifetime RL(dk) is greater than the thresh-
old, the packet is cached with probability p = 1; otherwise, it is cached with probability
p = RL(dk)

Th . The rationale behind the strategy is that, in presence of a uniform traffic
distribution, as it would be in the case of some vehicular traffic, long-lasting contents have
a higher chance to be requested during their lifetime. Therefore, long-lasting contents are
always cached, while short-lasting contents are cached with a lower probability that tends
to zero if the residual lifetime is going to expire.

The work in Reference [51], instead, defines a caching mechanism for RSUs only,
based on service latency and content freshness. The authors clarify that the service latency
shows how fast users get the contents after raising a request, while the freshness shows
if the result is updated or not. The two factors are conflicting: to guarantee high data
freshness requires frequent data exchanges that, in turn, create network congestion and
increase the service latency. The proposed scheme, called Cache-Assisted Lazy Update and
Delivery (CALUD), aims at balancing three factors: content update, delivery, and radio
resource allocation. A Time Division Multiple Access (TDMA) scheme is implemented,
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where the RSU takes into account the received content requests and accommodates them in
a First-In-First-Out (FIFO) fashion. To serve more users requesting the same information,
downlink broadcast transmissions are used.

When vehicular contents are characterized by a skewed popularity distribution, like
many Internet contents, popularity becomes an important caching decision metric that
should be taken into account. Some works apply popularity-based caching at infrastructure
nodes only, e.g., RSUs [52], while many others assume that also vehicles are able to estimate
the popularity of contents, although the latter may largely change with the position of the
nodes (i.e., vehicular contents have usually a specific geographical relevance) [53]. However,
it is worth observing that, in presence of transient contents, the popularity metric should be
matched with the lifetime information: caching contents that are going to expire immediately
could be useless, and it may also force a high number of replacement operations.

This observation is taken into account by the Diversity-improved cAchiNg of popular
Transient contEnts (DANTE) strategy in Reference [54], which defines a composite decision
metric based on three content parameters, namely popularity, residual lifetime, and avail-
ability, as autonomously perceived by the vehicles in their neighborhood. A first target is to
cache with high probability the popular long-lasting contents, which can likely serve more
requests during their lifetime. Therefore, each vehicle maintains information of request rate
and freshness of received contents. At the same time, however, DANTE aims to improve
the cache diversity (and minimize the redundancy) by reducing the caching probability if
contents are already available in the local neighborhood. Therefore, Data packets carry an
hop count that is set to zero by the source (or cacher), and it is increased by one unit, hop
by hop, at each receiver. The higher the hop count the lower the availability of the content
in the neighborhood and, consequently, the higher should be the caching probability.

5.3. Replacement Policies

As discussed in Reference [55], replacement policies, like LRU or LFU, traditionally
used in wired networks, could be not well suited for VANETs in certain scenarios. Indeed,
the request pattern of vehicular contents can be driven by specific conditions, like vehicle
mobility and geographical position or application priority and popularity. These parame-
ters could highly influence the replacement policy. However, the majority of existing works
consider the LRU scheme, due to its intrinsic simplicity; only very few ones specifically
target cache replacement in VNDN and they almost unanimously do not refer to transient
contents. For instance, the Popularity-based Content Caching (PopCC) policy in Refer-
ence [56] employs a Hidden Markov Model to predict the future popularity of contents and
then caches the items in descending order of popularity. The last packet in the CS is the
one with the lower popularity and the first candidate to be evicted. Popularity is also used
in Reference [57] as a replacement metric, but in a cooperative fashion. There, vehicles are
organized in clusters and the cluster-head, which maintains a central vision of request rate
and hit ratio, decides which contents must be evicted.

To the best of our knowledge, only the two following works specifically target the
replacement of transient contents. In particular, in Reference [58], vehicular contents are
distinguished into three main classes: (i) safety information, such as emergency warnings
messages, which expires quickly; (ii) road traffic information, which has a longer lifetime
compared to safety contents; and (iii) comfort information, which has the longest lifetime.
The CS of caching vehicles is then divided into three sections (called sub-CS), each one for
a content class, thus guaranteeing that all types of vehicular traffic receive a proper quality
of service (QoS) treatment. In particular, more space is provided to comfort traffic which
is usually long-lived and larger in size, while less space is provided to safety traffic since
it is usually small in size and highly transient. A TAG is included by the producer in the
packet header to indicate the traffic class and guide the CS management. The replacement
policy is based on a Content Popularity-Density metric that balances popularity and size of
contents; it is computed by the producer and included in the header of the Data packets.
When a vehicle receives a Data packet, it first checks the TAG and caches it if there is room
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in the related sub-CS. Otherwise, it extracts the popularity-density metric and compares it
against the lower value associated with the cached items. If the newly received value is
higher, then the existing cached item is replaced in favor of the new one.

The authors in Reference [55] present a Multi-Metric Cache Replacement policy
(M2CRP) based on three peculiar factors: (i) freshness of the content, as carried in the
FRESHNESSPERIOD field; (ii) frequency of the content requests, referred to the period the
item has been cached in the CS; and (iii) distance between the current location of the vehicle
and its position when it has originally cached the item. Intuitively, highly requested and
fresh contents should be maintained in the CS. Moreover, since vehicular contents are
usually location-based, they lose their relevance when the vehicle moves far away from the
area they have been cached. Therefore, if the distance factor is high, the content has a high
probability to be replaced.

When a new Data packet is received and the CS is full, M2CRP selects the candidate
item to be replaced by computing a candidacy score for each content in the CS. A score
function is defined that equally weights the three mentioned parameters, and the cached
item with the lowest score is selected to be replaced.

6. Insights and Research Perspectives

Although some notable examples can be found in the literature, as reviewed in the
previous sections, caching and replacement policies for transient contents in VNDN are
still largely unexplored and there is room for further enhancements. Since vehicular
traffic, applications, mobility conditions and nodes’ density are highly heterogeneous, it is
expected that there will be not a single reference policy but multiple ones will likely co-exist,
depending on the context. As summarized in Table 2, the main parameters impacting
caching and replacement are generally related to the content, e.g., lifetime, popularity.
However, also node-related attributes can be taken into account, like geographical position
and mobility pattern.

Moreover, transient contents caching also cover an important role in new and exciting
research contexts, like the ones reported below.

Joint caching and processing of transient contents. In addition to the storage and
communication resources, vehicles are provided with computing facilities that are generally
underutilized. The groundbreaking Vehicular Cloud Computing (VCC) paradigm has been
conceived to let vehicles offer joint caching and computing services on the road in a coop-
erative fashion [59]. Many works have already focused on aspects related to autonomous
cloud formation and maintenance and optimal tasks allocation in traditional VANETs,
while, in Reference [60], NDN has been recognized as a fundamental and effective content
distribution architecture for VCC. In addition to data retrieval and in-network caching,
NDN can be employed to directly enable in-network processing services [61]. According
to such a new revolutionary vision, sometimes referred to as Named Function Networking
(NFN) [62], consumers use Interest packets to request a named computing function to
be applied over a named content and the network finds a node able to execute the task
and return the result. Comprehensive studies evaluating NFN in vehicular environments
and considering the joint caching and processing of transient contents, are still missing.
The possibility of coupling Mobile Edge Computing (MEC) and VCC via NFN is also an
interesting research direction, as outlined in Reference [63].

Caching transient contents in software defined vehicular networking. Software
Defined Networking (SDN) is a new network paradigm that improves network manage-
ment and performance by decoupling the control plane and the data plane. A centralized
Controller with a global view of the network implements control plane functions, like
optimized routing and security, and then instructs the network nodes. SDN has been
applied in the context of vehicular networks to manage the highly dynamic communica-
tion and networking resources [64], while the work in Reference [65] has recognized the
complementary features of SDN and NDN paradigms. On the one side, NDN can leverage
SDN to simplify the network deployment and improve the routing decisions. On the other
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side, SDN can leverage the two NDN built-in features, stateful data plane and in-network
caching, to further optimize the data delivery performance.

In the VNDN context, new functions could be introduced at the Controller to optimally
coordinate the caching decisions of vehicular nodes. We encourage the community to
consider this promising research aspect.

Improved transient content caching with Artificial Intelligence (AI) techniques. AI-
based algorithms are a powerful means to improve network resource management and
orchestration, even in presence of highly dynamic environments, like vehicular networks.
By interacting with the environment and collecting feedback, they can improve the learning
and forecasting capabilities of nodes while also solving complex optimization problems [66].
AI-based algorithms, if leveraged in the caching strategy, can help in predicting the pop-
ularity and the expected cache hit ratio of contents during their residual lifetime. A key
deployment challenge in the NDN context is related to the fact that caching operations
must be performed at line speed (during the forwarding process); therefore, decision
algorithms should be simple and fast [67]. We can foresee a scenario where AI-algorithms
are deployed off-line or in an asynchronous fashion and then the results are taken as
input by the caching strategy. We encourage the research community to put efforts in this
timely topic and explore the practical relevance of AI-driven caching strategies in real
NDN implementations.

Table 2. Main decision parameters for caching and replacing transient contents in VNDN.

Metric Target Reference Paper (s)

Residual Lifetime

• To evict stale contents thus ensuring
cache consistency

• To cache with higher probability
long-lasting contents

• To replace with higher priority items
that are ready to expire

[41,51,54,55]

Popularity

• To cache with higher probability
popular contents

• To replace with higher priority less
popular contents

[53–57]

Distance
• To replace with higher priority contents

cached in areas that are far away from
the current vehicle’s position

[55]

Availability
• To cache with higher probability the

contents that are not available in the
local neighborhood

[54]

Vehicular Content Class

• To differentiate the caching probability
and the local storage space depending
on the content class, which is
determined by size and lifetime
attributes

[58]

7. Conclusions

In this paper we provided a review of research works focusing on caching transient
contents in VNDN. Our analysis also considered the role of transient contents in traditional
(non-NDN-based) VANETs, when deploying safety and non-safety applications. Since
vehicular applications are usually interested in timely and updated information, freshness is
the most crucial parameter to be considered in caching decision and replacement strategies,
but it is not the only one. If the contents exhibit a skewed popularity distribution, e.g., Zipf-
like, popularity also becomes an essential decision metric.
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Research in this field is still at its infancy, but we expect that the interest will grow
fast in the next few years, thanks to increasing diffusion of IoT/IoV traffic and intelligent
driving applications.
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