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Abstract: Construction Engineering and Management (CEM) is a broad domain with publications 
covering interrelated subdisciplines and considered a key source of knowledge sharing. Previous 
studies used scientometric methods to assess the current impact of CEM publications; however, 
there is a need to predict future citations of CEM publications to identify the expected high-impact 
trends in the future and guide new research efforts. To tackle this gap in the literature, the authors 
conducted a study using Machine Learning (ML) algorithms and Social Network Analysis (SNA) to 
predict CEM-related citation metrics. Using a dataset of 93,868 publications, the authors trained and 
tested two machine learning classification algorithms: Random Forest and XGBoost. Validation of 
the RF and XGBoost resulted in a balanced accuracy of 79.1% and 79.5%, respectively. Accordingly, 
XGBoost was selected. Testing of the XGBoost model revealed a balanced accuracy of 80.71%. Using 
SNA, it was found that while the top CEM subdisciplines in terms of the number of predicted im-
pactful papers are “Project planning and design”, “Organizational issues”, and “Information tech-
nologies, robotics, and automation”; the lowest was “Legal and contractual issues”. This paper con-
tributes to the body of knowledge by studying the citation level, strength, and interconnectivity 
between CEM subdisciplines as well as identifying areas more likely to result in highly cited publi-
cations. 
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1. Introduction 
Construction Engineering and Management (CEM) is a broad domain within the ex-

tent of the Architecture, Engineering, and Construction (AEC) industry. In general, CEM 
spans multiple construction-related activities, issues, methods, and human factors such 
as cost and schedule estimations, quality control, constructability, sustainability, prefab-
rication, etc. Despite the broad scope of the CEM domain, combined with the practical 
nature of its facets, it is considered a relatively new domain within the civil engineering 
field [1]. Consequently, this has led to a significant amount of CEM-related research ac-
tivities targeting knowledge expansions and development [2,3]. Peer-reviewed papers are 
considered the main source for knowledge sharing and diffusion among researchers in 
the academic community as well as practitioners in the AEC industry. In the academic 
community, decisions related to rewards, funding, hiring, and promotion have been ex-
tensively linked to the publications, their quality, as well as their impact [4,5]. With the 
evolving patterns and numbers of publications in the CEM domain, researchers found 
themselves more pressurized explicitly or implicitly to raise their metrics by being more 
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productive and publishing more impactful and cited research work [6]. This phenomenon 
in the academic community is referred to as the “publish or perish” paradigm [7]. To this 
end, the increasing number of publications (i.e., paper inflation) makes it hard for re-
searchers to keep up with the literature and identify the research efforts that have made 
the most significant impact on the body of knowledge. 

In that regard, various metrics have been utilized to assess the significance and im-
pact of publications. The impact of a publication may be quantified based on the impact 
factor of its affiliated journal. However, this method is subject to numerous flaws, includ-
ing that the journal impact factor does not provide insight into a specific publication, but 
it is a method for evaluation of the journal as a whole [4]. Another method used for the 
assessment of such impact is the cumulative citation count. The citation count was first 
proposed as a measure of how frequently subsequent publications tend to cite a specific 
publication [8]. The main logic behind the utilization of citation count is that an impactful 
publication will obtain a high citation count, which implies the outstanding reach and 
uptake rate of a publication and its influence on the advancement of knowledge [9]. Cita-
tion count is considered the most commonly accepted and used method for evaluating the 
impact of research articles [10,11]. However, it should also be noted that relying on citation 
counts solely is not a good representation of the quality of research and its contributions. 
In fact, award-winning papers may have citation counts that are lower than the average 
citation count [12]. 

Various previous studies have conducted scientometric research by utilizing the ci-
tation count in assessing the current impact and significance of publications in several 
topics and fields including computer science [13] and financial management [14], among 
others. Furthermore, researchers have used machine learning methods with scientometric 
research. For example, Weis and Jacobson [15] developed a machine learning framework, 
named DELPHI, which predicts whether a research work is likely to be impactful. The 
developed DELPHI framework is based on analyzing specific relationships between var-
ious features in a dataset related to the biotechnology literature represented by research 
papers published between 1980 and 2019 in 42 biotechnology-related journals. 

Predicting the future impact of research work can help the scientific community in 
many directions such as the following: (1) researchers can better understand current 
trends and pursue promising directions, (2) funders can direct requests for proposal to-
wards needed research areas, and (3) publishers, journal editors, and conference organiz-
ers can select trending research themes. Although there is research that has analyzed cur-
rent research trends in CEM [2,12,16], there is no prior research that has attempted fore-
casting the future impact of publications in CEM, although this was attempted for other 
disciplines. Predicting the future impact of recent publications can reveal expected re-
search trends and opportunities to guide new research efforts. This paper addresses this 
knowledge gap within the CEM domain. 

2. Goal and Objectives 
The goal of this paper is to explore the future impact of various topics in the CEM 

domain. Specifically, the research question of this paper is: what current CEM topics are 
expected to be highly impactful in the future as measured by their citation counts? This is 
achieved by (1) developing a predictive model using machine learning that can predict 
future citation counts of publications in civil engineering in general, (2) applying the 
model to research publications in the CEM domain, and (3) exploring the topics associated 
with the subset of impactful CEM papers, using Social Network Analysis (SNA), to answer 
the research question of this paper, as detailed in Section 5.3. Determining future impact-
ful research trends can guide new research efforts and stakeholders towards future re-
search needs and opportunities. 
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3. Background 
Scientometric research is the field concerned with measuring and analyzing the sci-

entific literature. It was introduced to assist in overcoming subjectivity issues in literature 
reviews [17]. Several previous studies have conducted scientometric research and analysis 
on the CEM domain by (1) conducting citation-metric-based studies (e.g., h-index and ci-
tation counts) for specific sets of publications and/or authors over a defined time interval 
or (2) statistically analyzing publication datasets over a specific time span [12]. For exam-
ple, concerning publication metrics and trends, Pietroforte and Aboulezz [18] studied con-
struction-related publications and the trends of citations in the ASCE Journal of Manage-
ment in Engineering for the period between 1985 and 2002. The authors concluded that the 
engineering management discipline has seen increased contributions related to organiza-
tional change, cultural issues, corporate strategies, and programs, as well as other project 
management topics such as quality planning and alternative project delivery systems. Jin 
et al. [2] reviewed published articles in the ASCE Journal of Construction Engineering and 
Management for the period between 2000 and 2018 to capture the latest research topics in 
the CEM domain. The findings highlighted trending topics such as project performance 
indicators; information and communication technologies including Building Information 
Modeling (BIM); and quantitative methods for CEM. Moreover, some researchers focused 
on analyzing publication metrics and trends in some specific CEM subdisciplines, such as 
construction labor productivity [19]; planning and scheduling [20]; building information 
modeling (BIM) [16]; and artificial intelligence adoption [21], among others. In addition, 
some studies focused on studying the quality of publications as well as impactful factors. 
For example, Bröchner and Björk [22] explored multiple journals in the construction man-
agement research area by conducting a survey for authors to analyze their choice of jour-
nals in relation with quality and service perception. El-adaway et al. [12] investigated the 
variables influencing citation metrics for publications in the extensive domain of civil en-
gineering with a focus on the CEM. It was concluded that various factors, such as research 
topic trendiness, as well as other features associated with coauthors and their research 
output, collectively impact the citation metrics for authors as well as papers. 

Despite the plethora of previous scientometric research on the CEM domain, there is 
no previous research that investigates forecasting the future impact of CEM publications 
and identifying impactful CEM research trends in the future. In that regard from other 
domains, Weihs and Etzioni [23] utilized machine learning regression techniques to fore-
cast the future impact of authors, using the h-index, and of papers, using citation counts, 
within the computer science domain. Weis and Jacobson [15] developed a machine learn-
ing model, as previously highlighted, to forecast the future impact of biotechnology-re-
lated publications. 

This paper covers this gap within the CEM body of knowledge by tackling the pre-
diction of the future impact of CEM-related publications and identification of the expected 
high-impact research trends in the future. It is imperative to note that this paper differs 
from the previously highlighted papers related to impact prediction [15,23] by (1) focusing 
on the CEM domain specifically; (2) predicting the expected high-impact research trends 
and related topics in the future within the CEM domain rather than focusing only on the 
future impact of publications; (3) using different approaches in the utilization of machine 
learning techniques as well as different datasets; and (4) utilizing other techniques beside 
machine learning in achieving the research goal and associated objectives, as will be dis-
cussed under the Methodology Section. 

4. Methodology 
To achieve the aforementioned research goal and objectives, the authors conducted 

an exploratory and predictive analysis of citation metrics in the CEM domain using com-
putational machine learning algorithms and SNA. Figure 1 provides an overview of the 
adopted methodology, which is further elaborated in the following subsections. 
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Figure 1. Research methodology. 

4.1. Data Collection and Cleaning 
The studied dataset was retrieved from The Lens (lens.org) [24], which is a platform 

that includes compiled scholarly metadata from Microsoft Academic, PubMed, CORE, 
and Crossref. The Lens is an extension of work started by Cambia and Queensland Uni-
versity of Technology in 1998 to combine scholarly and patent content sets to enable the 
discovery, analysis, and sharing of knowledge [25]. Retrieved data for this research in-
cluded all peer reviewed journal articles published from 1985 up to 15 March 2022, in the 
ASCE library, in addition to the CEM journals, as shown in Table 1. The associated 
metadata for the articles includes the following: article ID, article title, author names, year 
published, citation count, and listed references. The dataset was cleaned by removing all 
records with missing information such as year published, authors, title, and journal name. 
Also, all papers that are editorials, book reviews, discussions, and conference papers were 
removed. After cleaning, the dataset included 93,868 articles. It should be noted that (1) 
all the data is used to train the model to enable generalization; (2) a subset of the data 
related to CEM for years 2021–2022 is used to create prediction for the CEM scope of this 
paper; and (3) the selected journals are not inclusive of all journals related to civil engi-
neering or CEM, but rather represent a large representative sample of high quality publi-
cations to study the research trends. 

Table 1. Journals included in data collection. 

Domain Journal Name 

Structural 

Journal of Bridge Engineering 
Journal of Structural Engineering 
Journal of Cold Regions Engineering 
Journal of Performance of Constructed Facilities 
Practice Periodical on Structural Design and Construction 

Materials Journal of Composites for Construction 
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Journal of Materials in Civil Engineering 
Journal of Nanomechanics and Micromechanics 
Journal of Engineering Mechanics 

Geotechnical 
International Journal of Geomechanics 
Journal of Geotechnical and Geoenvironmental Engineering 
GEOSTRATA Magazine 

Environmental and 
Water Resources 

Journal of Environmental Engineering 
Journal of Hydraulic Engineering 
Journal of Hydrologic Engineering 
Journal of Irrigation and Drainage Engineering 
Journal of Pipeline Systems Engineering and Practice 
Journal of Sustainable Water in the Built Environment 
Journal of Water Resources Planning and Management 
Journal of Waterway, Port, Coastal, and Ocean Engineering 

Transportation 

Journal of Highway and Transportation Research and Development 
(English Edition) 
Journal of Transportation Engineering, Part A: Systems 
Journal of Transportation Engineering, Part B: Pavements 

Cross-Disciplinary Civil 
Engineering 

Journal of Infrastructure Systems 
Journal of Hazardous, Toxic, and Radioactive Waste 
Natural Hazards Review 
ASCE-ASME Journal of Risk and Uncertainty in Engineering 
Systems, Part A: Civil Engineering 
ASCE-ASME Journal of Risk and Uncertainty in Engineering 
Systems, Part B: Mechanical Engineering 
Journal of Architectural Engineering 
Journal of Urban Planning and Development 
Journal of Energy Engineering 
Journal of Computing in Civil Engineering 
Journal of Surveying Engineering 

Engineering Education 
and Practices Journal of Civil Engineering Education 

Aerospace Engineering Journal of Aerospace Engineering 

Others 
Civil Engineering Magazine 
Journal of Technical Topics in Civil Engineering 
Transactions of the American Society of Civil Engineers 

Construction 
Engineering and 
Management 

Journal of Construction Engineering and Management 
Leadership and Management in Engineering 
Journal of Legal Affairs and Dispute Resolution in Engineering and 
Construction 
Journal of Management in Engineering 
Automation in Construction 
International Journal of Project Management 
Engineering, Construction, and Architectural Management 
Construction Innovation 
Construction Management and Economics 
International Journal of Construction Management 

4.2. Dataset Construction 
To build the machine learning model, the authors complemented the exported arti-

cles data and features exported from Lens with additional author-specific and journal-



Modelling 2024, 5 443 
 

 

specific variables. This was done by designing a multidimensional network that links each 
article record to nodes for authors and nodes for journals as visualized in Figure 2. The 
created network functions as a large citation network that allows for calculating time-
based bibliometric data for (1) authors, which included the number of published papers 
as well as the number of citations and (2) journals, which includes the number of pub-
lished papers, the total citation count, and the mean value of citations for each paper. The 
network is domain-specific because it calculates the metrics using the papers in the net-
work only. This allows for determining articles that have citations that are from high-
quality peer-reviewed journals relevant to their fields. As such, the collected and cleaned 
data was compiled into a large multidimensional citation network, which was then used 
to create a unified dataset. It should be noted that both Random Forest (RF) and XGBoost 
machine learning algorithms used in this model are not influenced by the increased num-
ber of included features, neither are they are less susceptible to overfitting due to increased 
dimensionality; they are also more generalizable forms of modeling [26]. The final list of 
the resulting variables used in the model are summarized in Table 2. Finally, the data was 
converted to a classification problem based on a 95% percentile cut-off for citation counts 
within 5 years of the publication year to classify the papers into “High Impact” and “Non-
High Impact” papers. 

 
Figure 2. Dataset Extraction Process. 

Table 2. Model Variables. 

Category Variable Name 

Article 

Publication year 
Number of authors 
Number of references 
Number of references in network 1 
Total number of citations in network 5 years after publication 1 

Author 

Total number of papers by authors 
Total number of citations for authors 
Number of papers per author 
Number of citations per author 

Journal 
Number of papers in the journal 
Number of citations per paper in journal 
Number of citations per paper in journal 
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1 Number of citations and references in network includes citations and references from articles in 
the constructed network. 

4.3. Machine Learning Models 
Machine learning is a subdiscipline of artificial intelligence, which targets the utiliza-

tion of computer-aided algorithms in building models based on sample data (training 
data) that enables making predictions or decisions. In general, machine learning is a data-
based technique, which incorporates various types of learning such as supervised, unsu-
pervised, or reinforced learning and targets reducing human interference while making 
efficient and accurate predications or decisions [27]. In this paper, the following machine 
learning algorithms were utilized in developing a model that predicts the future impact 
of research studies in CEM domain: (1) RF Classifier and (2) XGBoost Classifier. The term 
“ensemble learning” refers to the fact that algorithms are built by combining predictions 
of multiple models using a given algorithm to enhance robustness over a single prediction 
of an individual model [28]. Ensemble learning methods are classified into: (1) bagging 
ensemble methods, where base learners are generated simultaneously (i.e., RF), and (2) 
boosting ensemble methods, in which the base models learn sequentially, using the 
knowledge of prior models� errors to boost performance (i.e., XGBoost) [29]. Both RF and 
XGBoost have proven satisfactory performance in previous research and are therefore 
considered in this paper [30–32]. 

4.3.1. RF Classifier 
RF classifiers are fast and robust machine learning algorithms that fall under the cat-

egory of ensemble learning algorithms [33]. RF is a machine learning algorithm that en-
compasses a combination of decision tree learning models to generate predictions [29]. 
For classification problems, the predicted class is yielded by a majority vote among the 
decision trees, i.e., the most frequent class [34]. Generally, to train an RF model, the fol-
lowing hyperparameters need to be selected and tuned: the number of decision trees, the 
splitting function, as well as the size of the random subsets of features [35]. RF models are 
more generalizable and less prone to overfitting [36]. As such, RF models are recognized 
for their increased classification performance and improved prediction accuracy [30]. 

4.3.2. XGBoost Classifier 
XGBoost classifier is another ensemble learning algorithm which stands for Extreme 

Gradient Boosting and is a scalable implementation of gradient-boosting decision trees 
[37]. Similar to RF classifier, XGBoost uses multiple decision trees to build the algorithm. 
In XGBoost, the concept of “gradient boosting” stems from the general idea of “boosting” 
where a single weak model is enhanced by additively merging it with several other weak 
models in order to build a collectively superior model [37]. XGBoost algorithm has domi-
nated many data science competitions in the past few years and is currently considered to 
have the leading combination of both prediction and computing performances [26]. 

4.4. Resampling for Imbalanced Data 
The dataset used in this paper is imbalanced because the target is based on a 95% 

percentile split. More specifically, papers in the top 95 percentile by citation counts within 
5 years of their publication year were classified as “High Impact” papers, while the re-
maining papers were classified as “Non-High Impact” papers; thus, this creates an imbal-
anced dataset. For machine learning models, imbalance in class distributions can generate 
biased classifiers that tend to be highly accurate over the majority class(es) but perform 
rather poorly over the minority class of interest [38]. To handle this concern, the Synthetic 
Minority Over-sampling Technique (SMOTE) has been applied in the training datasets to 
balance the ratio of the minority class of high-impact articles. SMOTE operates on the fea-
ture level of the dataset by generating synthetic instances of the minority class with respect 
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to its nearest K-minority neighbors; hence, broadening the decision space for inductive 
learners such as decision tree-based or rule-based algorithms [38]. 

To account for the imbalanced nature of the model�s target classification, the balanced 
accuracy score was adopted as a performance metric. Unlike raw accuracy scores, bal-
anced accuracy prevents inflated estimations of performance on imbalanced datasets by 
averaging the recall scores per class. For binary classifiers, balanced accuracy is the mean 
of the specificity as well as the sensitivity metrics [39]. 

4.5. K-Fold Cross Validation, Hyperparameter Tuning, Model Performance Evaluation, and 
Selection 

Figure 3 summarizes the adopted processes for cross-validation, model hyperparam-
eter tuning, performance evaluation, and model selection. First, the constructed dataset 
was shuffled, stratified, and split into a training set with 80% of the records for training 
and validation of the models, and a testing set with the remaining 20% for robust perfor-
mance evaluation. Second, a hyperparameter grid search was conducted to generate the 
optimal sets of hyperparameters in terms of the highest average of cross-validation bal-
anced accuracy. Hyperparameter sets tuned for both RF and XGBoost classifiers are 
shown in Figure 3. As part of the hyperparameter grid search, 10 k-fold validation was 
performed. The average performance of all ten folds was used to evaluate the model. This 
technique ensured robustness and that overfitting was minimized. The model and hy-
perparameter combination with the highest mean 10-fold performance was selected and 
evaluated against the 20% testing set. 

 
Figure 3. Machine learning model development summary. 
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4.6. Model Deployment 
Upon selection and evaluation of the best-performing classification model, the au-

thors utilized the selected model on the articles published in CEM-related journals in 2021 
and 2022 to predict their probabilities of being impactful within 5 years after their publi-
cation year. The authors included articles published in CEM journals as shown in Table 1. 
The authors considered the articles with a probability of more than 90% to be highly im-
pactful within 5 years after their publication. A cut-off of 90% is selected by the authors 
such that it isolates approximately the top 10% of CEM papers published in 2021 and 2022. 
It is imperative to note that the authors considered a short-term span of 5 years because 
the future is changing, and the trendiness of research topics is continuously evolving and 
shifting. Previous studies have considered a time span up to 10 years as reasonable for 
identifying the research trends in various domains/applications [40,41]. That said, the 
short-term span of 5 years is considered reasonable to identify anticipated high-impact 
CEM research trends in the future considering the evolving nature of CEM research. 

4.7. SNA Development 
SNA is a graph theory-based mathematical method to analyze networks while taking 

into consideration the interconnectivity of its components [42]. In the context of scien-
tometric studies, previous scientometric studies implemented SNA for analyzing the state 
of knowledge in relation to several topics and domains [43,44]. SNA enables researchers 
to unveil the knowledge structure of a specific field through the integration of co-occur-
rence analysis with network science [45]. The authors implemented SNA to identify prom-
ising CEM-related subdisciplines and trends in the future based on the results of the de-
veloped machine learning model. Nine CEM subdisciplines are considered in this paper 
and adapted from El-adaway et al. [12], which are as follows: D1: Legal and contractual 
issues; D2: Organizational issues; D3: Contracting; D4: Project planning and design; D5: 
Cost and schedule; D6: Labor and personnel issues; D7: Information technologies, robot-
ics, and automation; D8: Strategy, decision making, risk, and finance; and D9: Contempo-
rary issues. 

The identified list of anticipated high-impact CEM articles was mapped with the 
CEM subdisciplines in the form of a matrix, referred to as reference matrix 𝑍. In the de-
veloped reference matrix 𝑍, the rows represent the CEM subdisciplines, and the columns 
represent the impactful CEM articles. If an article covers a topic related to a CEM subdis-
cipline, the value of its corresponding cell will be 1; otherwise, it will be 0. Figure 4 shows 
a descriptive example of the structure of a reference matrix. Let 𝐷௜ denote a CEM subdis-
cipline where 𝐼 is the total number of the CEM subdisciplines (9 subdisciplines). Further, 
let 𝐴௝ denote an analyzed article where 𝐽 is the total number of analyzed articles. For 
example, in Figure 4, the covered topic in the analyzed article 𝐴௝ାଵ is related to the CEM 
subdisciplines 𝐷௜ and 𝐷ூ; thus, their corresponding cells have values of 1 whereas a value 
of 0 is entered for the remaining cells under the analyzed article 𝐴௝ାଵ. 

 
Figure 4. An illustrative example of the reference matrix. 
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Thereafter, the authors utilized SNA to quantitively analyze the developed reference 
matrix 𝑍. In SNA, networks are visualized using nodes, representing the nine CEM sub-
disciplines, connected by links, representing their interconnectivity. Various mathemati-
cal methods can be used to analyze social networks to obtain valuable insights from their 
structures. Centrality is a main feature of SNA and its related metric, degree centrality 
(DC), is used to determine the number of links attached to each node [46]. In this paper, 
the authors applied DC as the SNA measure for evaluation of the CEM subdisciplines in 
terms of their consideration and co-occurrence with other subdisciplines in anticipated 
impactful CEM research. The determination of DC for various nodes in the social network 
requires constructing an adjacency matrix 𝐴. The adjacency matrix 𝐴 is determined, fol-
lowing Equation (1), by multiplying each reference matrix by its transpose and then re-
placing the diagonal values with zeros. 𝐴ூ∗ூ is an adjacency matrix of size (𝐼 ∗ 𝐼), with 𝐼 
equal to the total number of the CEM subdisciplines (as previously highlighted, 𝐼 = 9 in 
this paper); 𝑍ூ∗௃ is a reference matrix, with 𝐽 equal to the total number of the analyzed 
articles in the corresponding matrix; and 𝑖 and 𝑗 are the indices of the matrix rows and 
columns, respectively. 𝐴ே∗ே = ൜ 𝑍ூ∗௃ ∗  𝑍ூ∗௃்  𝑓𝑜𝑟 𝑖 ≠ 𝑗  0  𝑓𝑜𝑟 𝑖 = 𝑗  (1) 

Upon construction the adjacency matrix, DC is calculated for each CEM subdiscipline 
following Equation (2), where 𝐷𝐶௜ is the DC for the CEM subdiscipline 𝑖; and 𝑉௜,௝ is the 
value of the cell in row 𝑖 and column 𝑗 of the adjacency matrix. It is worth noting that 
the value of DC does not represent the importance of the CEM subdiscipline but rather its 
frequency of consideration as well as interconnectivity with other CEM subdisciplines in 
the anticipated impactful CEM research in the future. This level of abstracting is consid-
ered acceptable as the main aim of utilizing SNA is to quantitatively identify impactful 
CEM research trends based on the predictions of the developed classification model in 
this research. 𝐷𝐶௜ =  ෍ 𝑉௜,௝௝:௝ஷ௜  (2) 

4.8. Tools and Software Used 
The following tools and software were used: Python 3.9.10 Programming Language  

[47,48], NumPy 1.26.4 [49,50], Pandas 1.5.3 [51], Scikit-Learn 1.1.3 [52], Imblearn 0.9.1 [53], 
Matplotlib 3.8.3 and Seaborn 0.13.2 [54,55], VSCode 1.87.2 and Jupyter 5.7.2, Gephi 0.9.7 
[56], and Microsoft 365 Excel. 

5. Results and Analysis 
5.1. Exploratory Analysis of the Constructed Dataset 

Figure 5 shows the frequency distribution of the collected articles in terms of publi-
cation year, where an increasing trend can be observed from the year 1985 up to 2021. This 
increasing trend had been previously attributed by El-adaway et al. [12] to the collective 
impact of increasing publication pressure as well as the growing number of graduate stu-
dents and faculty across the civil engineering disciplines. It should be noted that the data 
collection was conducted on 15 March 2022, and hence, articles published in 2022 were 
only up to this date. 
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Figure 5. Number of papers by year. 

In addition, Figure 6 shows the correlation heatmap that represents the correlation 
coefficients amongst each of the variables employed in the model. 

 
Figure 6. Correlation heatmap. 
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It can be observed that the highest correlation exists between the “Number of Cita-
tions per Author” and the “Total Number of Citations for Authors” (0.89), followed by the 
correlation between the “Number of Citations per Paper in Journal” and the “Number of 
Citations for Journal” (0.84). This was expected as the correlated variables are related and 
cumulative. In fact, the correlation matrix is usually used to detect multicollinearity be-
tween the variables. In machine learning models, multicollinearity between the variables 
is a threat to their predictive ability and the reliability of the obtained results [57]. Never-
theless, both RF and XGBoost are decision tree-based computational algorithms and are 
hence immune to multicollinearity between variables [58]. As such, all variables, previ-
ously shown in Table 2, were considered in the development of the machine learning mod-
els in this paper. 

5.2. Results of the Developed Machine Learning Models 
5.2.1. Selection of the Best-Performing Prediction Model 

Table 3 presents the results of both machine learning algorithms using selected sets 
of optimized hyperparameters. The most optimal performing model was the XGBoost 
classification model, with a mean cross-validation balanced accuracy of 79.5%. On the 
other hand, the RF model had an accuracy of 79.1%. Therefore, it was selected for the 
prediction of the impact of CEM publications in the future. 

Table 3. Summary of machine learning models. 

Algorithm Best Set of Hyperparameters 
Mean Cross-Validation Balanced 
Accuracy (%) 

RF 
Criterion = �entropy�, 
max_depth = 5,  
n_estimators = 50 

79.1% 

XGBoost 

Alpha = 0.5,  
Lambda = 2,  
max_depth = 4,  
n_estimators = 10 

79.5% 

5.2.2. Evaluation of the Best-Performing Prediction Model 
Using the testing dataset, the XGBoost classification model reached a balanced accu-

racy of 80.71%. Figure 7 presents the confusion matrices for the XGBoost classification 
model. The confusion matrix for the testing dataset illustrates that the model can correctly 
classify almost 82% of highly impactful articles, whereas 79.2% of the other articles were 
correctly classified. Figure 8 provides the feature importance of the model variables. The 
number of references in the network had the highest feature importance factor. As ex-
plained in the previous subsections, the number of references in the network is a count 
for references that are published in the civil engineering journals listed in Table 1. This 
significantly higher feature importance is in line with previous research which high-
lighted the correlation between the length of an article�s references list and its citation 
count [59]. In a transitive manner, as the references in the network are considered as a 
selected civil engineering-specific subset of the overall references list, the correlation is 
extended and is further underlined to exceed the importance of the overall references 
count which ranked in 5th place. Previous studies attributed this correlation to multiple 
factors such as the following: (1) papers with a high number of references can be more 
comprehensive, such as literature reviews, which are naturally more often relied on by 
subsequent papers, and (2) the authors� knowledge of the field is more extensive and thus 
their paper is presenting research that is significant in the field. Other interpretations for 
this finding were furnished by Fox et al. [59], stating that (1) articles with more references 
usually cover a wide variety of arguments to support/counter the presented concepts and 
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(2) a long list of references may increase an article�s visibility on citation-based search en-
gines (e.g., Web of Science and Google Scholar). The remaining features had relatively 
modest importance weights in comparison, as shown in Figure 8. 

 
Figure 7. Confusion matrix for training (left) and testing (right). 

 
Figure 8. Feature importance. 
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5.3. Impactful CEM Research Trends 
Figure 9 shows the number of predicted impactful CEM papers by subdiscipline. As 

previously highlighted, the authors considered the articles with a probability of more than 
90% to be highly impactful within 5 years after their publication, which resulted in a total 
of 197 articles. However, the cumulative number of articles as shown is more than 197 
articles due to the fact that the topics of some articles are related to multiple CEM subdis-
ciplines (i.e., double counting). That said, the top CEM subdisciplines based on the num-
ber of predicted impactful CEM papers are “Project planning and design”, “Organizational 
issues”, and “Information technologies, robotics, and automation”. On the other hand, the last 
CEM subdiscipline with anticipated impactful CEM papers is “Legal and contractual is-
sues”. A more detailed interpretation regarding the growth of these trends is provided in 
the discussion section. 

 
Figure 9. Number of predicted impactful CEM papers by CEM subdisciplines. 

In addition, the authors utilized SNA to further understand and analyze the obtained 
results in terms of co-occurrence and interconnectivity among the CEM subdisciplines in 
anticipated impactful CEM research. It is imperative to note that interconnectivity be-
tween two subdisciplines is due to having one or more articles that cover both subdisci-
plines simultaneously. Figure 10 presents the diagram for the network between the CEM 
subdisciplines in the predicted impactful CEM papers, as well as the corresponding color-
coded adjacency matrix 𝐴. The SNA results showed that “Project planning and design” is 
the subdiscipline with the most connectivity with other CEM subdisciplines, as shown in 
Figure 10. On the other hand, the SNA results showed that there is no connectivity be-
tween the “Legal and contractual issues” subdiscipline with the three subdisciplines “Cost 
and schedule”, “Labor and personnel issues”, and “Contemporary issues” in the predicated im-
pactful CEM-related publications. Also, the SNA results indicated that there is no connec-
tivity between “Labor and personnel issues” with the two subdisciplines “Contracting” and 
“Cost and schedule”. By no connectivity, the authors mean that there is no predicted im-
pactful CEM article that covers any pair of these subdisciplines simultaneously. Not being 
interconnected does not mean that the two subdisciplines are not related; instead, it may 
be that most of the predicted impactful CEM articles are more focused and concentrated 
on tackling one CEM topic/subdiscipline in a more detailed manner rather than covering 
multiple CEM topics/subdisciplines. 
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Figure 10. Results of the SNA of CEM subdisciplines. 

6. Discussion 
The results of the machine learning classification model (i.e., XGBoost) and SNA en-

abled the identification of the following impactful CEM research trends in the future: 
• Results show that “Project planning and design” is considered a central CEM subdis-

cipline topic that is strongly connected to other subdisciplines, as shown by the links 
in the network diagram and the cells in the color-coded matrix in Figure 10. In the 
study by Jin et al. [2], it was found that topics related to the “Project planning and 
design” subdiscipline, such as scheduling and planning, were among the top studied 
topics in the period from 2000 to 2018 based on a quantitative analysis of keywords. 
The findings in this paper imply that the growth of the “Project planning and design” 
subdiscipline is expected to continue to grow. The “Project planning and design” is 
a primary area of CEM as it covers various vital topics within the CEM domain, in-
cluding project management, scheduling, engineering design, and construction 
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methods, among others. As such, it may be considered central to the growth of CEM 
research. 

• The “Organizational issues” subdiscipline tackles various trendy research topics in 
today�s construction industry including equality and diversity, human resources 
management, relationships between project stakeholders, and project teams, among 
others. Topics related to equality and diversity in the construction industry have 
gained substantial attention since the publication of the well-known special issue by 
Dainty and Bagilhole [60]. Since then, various publications investigated the needed 
steps to address the lack of equality and diversity within the construction sector 
[61,62]. In addition, various publications emphasized the strong tie between the 
structure and culture of project teams, the relationship between stakeholders, and the 
success of construction projects [63,64]. Moreover, organizational issues, such as or-
ganizational work structures, virtual teams, and organizational resilience, were iden-
tified among the anticipated future research streams as a result of the COVID-19 pan-
demic [65]. 

• The “Information technologies, robotics, and automation” subdiscipline focuses on 
the adoption of new technologies and automation of construction processes using 
various techniques, including BIM, Geographic Information System (GIS), block-
chain, Internet of Things (IoT), augmented reality, and virtual reality, among others. 
In relation to the CEM domain, El-adaway et al. [12] found that the number of publi-
cations on the “Information technologies, robotics, and automation” subdiscipline 
began to spike starting from the year 2010. Nowadays, the diffusion of the “Construc-
tion 4.0” concept reflects the trendy dynamic of the utilization of technologies to re-
shape the way projects are designed, constructed, and operated [66]. Ghaffar et al. 
[67]stated that “the COVID-19 pandemic has forced many construction players to digitize 
to ensure safety and productivity, this dynamic will likely continue to be accelerated in the 
future years”. This emphasizes the anticipated significance and trendiness of this sub-
discipline in the future as an assisting tool for much research subdisciplines and pro-
cesses within the CEM domain. 

• The “Legal and contractual issues” subdiscipline covers several topics including con-
tractual provisions and guidelines, applied laws and regulations, jurisdiction, claims, 
and disputes, among others. As previously highlighted, the “Legal and contractual 
issues” subdiscipline possessed the least number of anticipated impactful CEM pa-
pers, as well as the least DC value in the conducted SNA. This result is in line, to 
some extent, with the findings of El-adaway et al. [12], which highlighted that “Legal 
and contractual issues” is the least cited CEM subdiscipline compared to others. This 
result can be ascribed to the impact of the research community size and their output 
on the citation metrics. A community of a smaller size is expected to have lower re-
search output and fewer citations compared to other communities of a larger size. 
Moreover, according to de la Garza [68], the magnitude and quality of research out-
put related to a specific topic depend on many factors, including funding availabili-
ties and the interest of researchers. Overall, it is worth highlighting that possessing 
the least number of anticipated impactful CEM paper and/or DC value does not im-
ply that the subdiscipline is less important compared to other CEM subdisciplines, 
because all subdisciplines collectively impact the CEM domain and the construction 
industry as a whole. 

7. Recommendations 
Based on the previous discussion, it can be seen that research trends are expected to 

keep growing in the subdiscipline of “Project planning and design” which includes topics 
such as project management, scheduling, engineering design, and construction methods, 
among others, followed by “Organizational issues” which includes topics such as equality 
and diversity, human resources management, relationships between project stakeholders, 
and project teams, among others. Accordingly, stakeholders in CEM research including 
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publishers, journal editors, conference organizers, and funders can foster the growth of 
research in these areas, considering that they are expected to have growing impact. How-
ever, there are limitations, as will be discussed in the following section, that should be 
considered in the decision process. From another perspective, the SNA results also high-
light the difference in connections between the subdisciplines. In some instances, these 
connections are relatively weak compared to others, such as that between “Information 
technologies, robotics, and automation” and “Contracting”. There is a need for more re-
search that connects the topics and even cross-disciplinary research that creates advances 
in CEM. 

8. Limitations 
This study includes the following limitations: (1) The findings are based on a collec-

tive dataset analysis which does not necessarily uncover the relative impact of a paper 
within its subdiscipline. For example, the field of “Legal and contractual issues” generally 
has lower citation counts compared to other areas in CEM. As such, two highly “impactful” 
papers in different subdisciplines do not necessarily have comparable citation counts. Fu-
ture research can work on introducing new metrics that can better describe the impact of 
a paper within its field. (2) The findings in this paper are based on a modeling approach 
with selected inputs about publications. However, expert opinion is ultimately needed to 
judge the quality and impact of a publication which may be exceptional and against the 
outcomes of the model. (3) Recommendations for research directions need to be supported 
by thorough literature reviews to determine possible research gaps and opportunities. 

9. Conclusions 
This research developed a computational model for forecasting the significance and 

impact of publications in the CEM domain. This was achieved by conducting an explora-
tory and predictive analysis of citation metrics using machine learning and SNA. A da-
taset of 93,868 publications related to the civil engineering field, with a focus on the CEM 
domain, was used. Two machine learning algorithms, RF and XGBoost, were tested to 
create a classification model. Validation of the RF and XGBoost resulted in a balanced ac-
curacy of 79.1% and 79.5%, respectively. Accordingly, XGBoost was selected. Testing of 
the XGBoost model revealed a balanced accuracy of 80.71%. The findings showed that the 
number of references in a paper has a significant influence on its citation count. Also, re-
sults showed that the top three CEM subdisciplines in terms of the number of predicted 
impactful CEM papers are “Project planning and design”, “Organizational issues”, and “In-
formation technologies, robotics, and automation”. On the other hand, the least number of impact-
ful CEM publications belonged to the “Legal and contractual issues” subdiscipline. Ultimately, 
this paper contributes to the CEM body of knowledge through studying the citation level, 
strength, and interconnectivity between CEM-related subdisciplines; identifying CEM re-
search areas that are more likely to result in highly cited publications; providing early 
signs for recently published articles that are most likely to be of high impact in the future 
rather than just using the present day status; highlighting CEM subdisciplines with the 
highest abundance of potentially impactful publications; and capturing underlying 
changes in research interests and impactful research trends over any desired period of 
interest through incorporating adaptive learning methods. 
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