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Abstract: We present an automated method of finding different freeform dioptric starting systems,
working in the infrared region, for further optimization in commercial optical design software. Our
developed method couples the simultaneous multiple surface (SMS) method, introduced by Benítez
and Miñano, with automatic optimization in Zemax OpticStudio. The method allows an optical
designer to explore the merit function (MF) landscape of freeform optical problems. In this article,
we apply our method to a size, weight, and power (SWaP) problem, and we compare our designed
system with a system found in the literature that has the same aperture of F/1.2. Then, we increase
the aperture of the system up to F/0.9, taking advantage of the use of freeform surfaces.

Keywords: freeform optics; optical design; global optimization method; simultaneous multiple
surface method

1. Introduction

Since its inception, the design of optical imaging systems has relied on spherical
surfaces and, later on, rotationally symmetric surfaces, such as spheres, conics, aspheres,
etc. However, in the 1970s, the first optical system with a surface without rotational
symmetry was commercialized [1]. In this article, “freeform surface” refers to surfaces
without rotational symmetry [2]. An optical design always aims to find an optimum
between conflicting requirements. For example, in many fields of application (space,
defense, and automotive industries), both optical performance and the minimization of
volume are essential. By bringing more degrees of freedom to the designer, freeform
systems can out-compete classical systems in all requirements. For example, the literature
has shown that off-axis catoptric freeform systems achieve a volume reduction of 39% for a
similar optical quality [3]. Therefore, a freeform system often improves classical designs,
such as the three-mirror anastigmat (TMA) design [2,3].

However, a freeform surface brings new challenges to optical design. The use of
freeform optics makes optimizing the merit function more complex, due to the large
number of degrees of freedom. In turn, the final results will depend on the designer’s
know-how even more than in classical systems. Indeed, an experienced optical designer
will often choose a better starting point for optimization than an inexperienced one. Most
of the time, lens design software uses a local optimization algorithm, which is why the
starting point is so important, to obtain an excellent optical system.

New design methods have appeared in recent decades, to handle and simplify this
problem, generating starting points from scratch. We can sort them into two categories:
deep learning methods and direct construction based on ray tracing. In deep learning
methods, various studies have been published [4–7], demonstrating promising results. Nev-
ertheless, the need for relevant and numerous data to correctly train a neural network is a
significant bottleneck in optical design, especially in freeform optical design, where data are
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limited. In direct construction methods of interest, we can single out the SMS method [8–19],
the point-by-point method [20,21], and differential ray tracing methods [22–25]. Between
these different methods, we decided to use the SMS method as our automated method.
We chose this method as it requires few initial hypotheses about the system. The second
point is that this method treats surfaces independently, enabling a solution to the problem
without any approximation, and allowing for the construction of wide field-of-view (FOV)
freeform systems with a low F-number. By contrast, surfaces are treated dependently
in differential ray tracing methods, making the problem harder to solve. Consequently,
differential methods allow either the construction of low F-number systems or wide FOV
systems, but not both. Moreover, most of the differential methods cannot construct systems
with more than two surfaces, except the “First Time Right” method [26].

Here, we describe our global approach, developed based on our implementation of
the SMS-3S-3D method. In this method, we use the SMS-3S-3D algorithm as a generator of
freeform systems, and we couple it with automatic optimization in Zemax. This method
allows for obtaining various freeform starting configurations with good optical quality
over the whole FOV, and not only on specific fields, as is the case for systems resulting from
the standard SMS method. This method uses few initial hypotheses about the systems,
and it does not require advanced knowledge in optical design. We used this method to
increase the aperture of an existing SWaP two-lens system designed for the European
Project tHErmaL vIsion AUgmented awarenesS, passing from an F-number of 1.2 to 0.9,
which is complex, using only two lenses [27]. During the design of the SWaP infrared
wide FOV system, we observed that using an inverse thick meniscus in two-lens infrared
systems was sufficient to correct the Petzval curvature and that the use of a field flattener
lens was not the best solution in this case, as it increased the local aperture of the front lens.

In this article, we will first describe the implementation of the SMS-3S-3D method
used in our automated method. Then, we will depict the developed automated method, to
explore the landscape of an optical merit function (MF) for dioptric problems in the infrared
region. This method can handle the exploration of optical problems with up to three
freeform surfaces and one user-defined surface. Using this method, we found different
starting configurations for further optimization in commercial optical design software.

2. Material and Methods
2.1. General Principle of the SMS Method

The SMS method is a generalization of the Cartesian oval principle to multiple surfaces.
A Cartesian oval is an optical surface reflective or refractive that couples an incident
wavefront into an outgoing one. Figure 1 illustrates the difference between a spherical
surface and an imaging Cartesian oval, both imaging the on-axis field. The image obtained
through the spherical surface is blurred, whereas the image obtained through the Cartesian
oval is perfect. For imaging a field through an imaging Cartesian oval, there are two
options: we can either set the optical path length or directly specify the image coordinates.
In our SMS algorithms, we use the image coordinate criteria.

The SMS-3S-3D method constructs a system of three surfaces (3 Cartesian ovals) with
3 aberration-free fields. In our case, we perform the SMS-3S-3D method to construct two air-
spaced lenses. Therefore, we must add one known surface to the system, before performing
the SMS-3S-3D method. We defined the fourth surface plane in our current implementation
of the SMS-3S-3D method. This choice was arbitrary, and could have been any surface
of the system and any surface representation, as long as it was defined. To perform the
SMS-3S-3D method, we have to set the following initial settings:
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• Studied fields (θ0, θ1, and θ2);
• F-number (F/#target);
• Focal length;
• Refractive indices;
• Position of the image plane;
• Central curved radii of surfaces 1 and 2 (R1 and R2);
• Thicknesses between all surface vertices.

Here, we will explain our implementation of the SMS-3S-3D method based on M.
Nikolíc’s implementation [9].

n1 = 1.0 n2 = 1.5

(a)

n1 = 1.0 n2 = 1.5

(b)

Figure 1. (a) Spherical surface; (b) Cartesian oval imaging the on-axis field.

2.2. Explanation of the SMS Method Applied to 3 Surfaces in 3D (SMS-3S-3D)

The SMS-3S-3D method encompasses two phases: Phases 1 and 2. Phase 1 generates
the initial system, Syst0, from the settings. It is extended by Phase 2, to obtain the optical
system with the targeted F-number. We call SMS systems, noted SystSMS, systems resulting
from an SMS method. The two phases are described in the thesis of M.Nikolíc [9]. We
will describe how we implement them, which may differ from the way of M.Nikolíc, as
we had only a few insights into their implementation of the SMS-3S-3D method, as their
implementation was unavailable.

2.2.1. Explanation of Phase 1

At the beginning of Phase 1, we have no information about surface 3, except its vertex
position. Figure 2 illustrates the optical system, using only the information of the settings.
Therefore, the aims of Phase 1 are to construct the central part of surface 3, delimit the
central part of surface 1, and determine the size of the central curve of surface 2. The central
curve of a surface refers to the curve contained in the XZ plane. The last remaining aim of
Phase 1 is to approximate surfaces 1 and 3 into non-uniform rational basis spline (NURBS)
surfaces, using the NURBS surface approximation algorithm called the Cubic Local Patch
(CLP) algorithm [8].

To achieve this, we split Phase 1 into four steps:

1. Computation of the central curve of surface 3, C3
1: We propagate rays from field

θ1 = 0° through the central curve of surfaces 1 and 2. The size of the central curve of
surface 1 is defined by F/#targeted, as surface 1 is set as the pupil of our SMS system.
This imposes the size of the central curve of surface 2. Then, using the Cartesian oval
principle, we compute the central curve of surface 3, such that the rays are focused on
Im1 after their propagation through the central curve of surfaces 3 and 4. This step is
shown in Figure 3a.
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2. Computation of the upper curve of surface 3, C3
0: We propagate rays from field

θ0 = θmax through the lower curve of surface 1 and the central curve of surface 2. The
lower curve of surface 1 is the curve of surface 1 that refracts rays of field θ0 onto the
central curve of surface 2. Then, using the Cartesian oval principle again, we compute
the upper curve of surface 3, such that the rays are focused on Im0. This step is shown
in Figure 3b.

3. Computation of the lower curve of surface 3, C3
2: We compute by symmetry the

lower curve of surface 3. We can perform this thanks to the symmetry of the problem
(symmetry of fields and surfaces with respect to the XZ plane). Otherwise, it is
possible to compute this curve in the same manner as step 2, by substituting θ0 and
Im0 with θ2 = −θmax and Im2. This step is shown in Figure 3c.

4. Approximation of surfaces 1 and 3 into NURBS surfaces: Using the CLP algorithm,
we approximate surfaces 1 and 3 into NURBS surfaces.

Figure 2. Example of an initial system constructed from the settings of the SMS-3S-3D method.
Surfaces 1 and 2 are described using their spherical parts close to the optical axis defined by the radii,
R1 and R2. At this point, we have no information about surface 3, except its vertex position. Finally,
surface 4 is defined as a plane.

Figure 3. Scheme of (a) Step 1, which allows the computation of the central curve of surface 3, using
the on-axis field, (b) Step 2, which allows the computation of the upper curve of surface 3, using the
field θmax, and (c) Step 3, which is the same symmetrical step of Step 2, allowing the computation of
the lower curve of surface 3.

As a result of the above four steps, we obtain the initial system, Syst0, to begin Phase
2. Figure 4 shows an example of Syst0.
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Figure 4. Layout of the central parts close to the optical axis of surfaces 1, 2, and 3, computed during
Phase 1. Surfaces 1 and 3 are plotted after their approximation into the NURBS surfaces. This layout
illustrates a system, Syst0, at the output of Phase 1.

2.2.2. Explanation of Phase 2

Phase 2 constructs the optical system with the required F-number from the starting
system, Syst0, by progressively extending each surface and applying the principle of SMS
extension [9,10]. The principle of SMS extension for the SMS-3S-3D method consists of
propagating rays through the system, passing by three known surfaces and one unknown
part of the remaining surface.

Before extending the surfaces, we must associate each surface with the field, allowing
the extension of each one. The associations made for our study are written in Table 1.

Table 1. Association between surface and field for the extension of the system.

Surface Associated Field

S1 θ0 = θmax
S2 θ1 = 0°
S3 θ2 = −θmax

The first step is to extend surface 2, as we only know its central curve. Therefore, we
cannot extend any other surface than this one. We use the first extension of surface 2 as an
example of the SMS extension principle, so we will not detail the other extensions. To extend
surface 2, we propagate rays of the field, θ1, through an unknown part of surface 2 and known
parts of surfaces 1, 3, and 4. Figure 5a shows the ray tracing that allows the computation of
the point cloud defining surface 2 after the first extension. Figure 5b shows surface 2 after
applying the CLP algorithm to the point cloud.

Now that we have expanded surface 2, we can begin the successive extensions of each
surface, to reach the targeted F-number for the system. Finally, we obtain the SMS system
noted SystSMS.
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Figure 5. (a) Propagation of rays of field θ1 to extend surface 2; (b) surface 2 approximated by the
CLP algorithm.

2.3. Description of the Automated Method of Exploring the Landscape of an Optical Problem

We distinguish three parts in our automated method of exploring the landscape of
optical problems. The first part consists of generating multiple freeform systems using the
SMS-3S-3D method. The second part automatically optimizes the different SMS systems
obtained using a standard optimization function. The third part analyzes the optical
quality of the resulting systems, and classifies them into different configurations following
a specific criterion.

2.3.1. SMS System Generation

Before computing multiple freeform systems using the SMS-3S-3D method, we must
choose the variables. For this study, we decided to vary only two variables: the radii of
curvatures R1 and R2 of the front lens. We selected these two parameters as we assumed
that they would have a more significant impact on the system resulting from the SMS-3S-3D
method. The other parameters were kept constant. Then, we defined many sets of initial
settings, to generate multiple SMS systems. The results provided us with information about
the values of R1 and R2 that we needed to choose, to design an SMS system successfully.

2.3.2. Automatic Optimization

For this part, we automatically optimize the SMS systems in Zemax OpticStudio.
By doing this, we can find various configurations of the systems. This provides us with
information about the optical MF landscape of the problem. For each optimization, we
use the same nine fields contained in the upper-right part of the FOV limited by the fields
(0°, 0°), (θxmax, 0°), (0°, θymax), and (θxmax, θymax). For this part, we need to pick a relevant
ray density to optimize the fields, considering two conflicting parameters: the resulting
optical quality and the computation time. Indeed, although a higher ray density used
yields a higher optical quality of the system, it also results in a higher computation time.
Therefore, we choose a ray density that assures a sufficient optical quality and a reasonable
computation time, as we do not necessarily want to design diffraction-limited systems at
this stage. We found that tracing 16 × 16 rays is a good compromise.

Before performing automatic optimization, we need to fit the SMS systems on a
polynomial basis, which is handled by Zemax, because SMS systems are described in
NURBS. We chose to fit the surfaces onto an XY polynomial basis. We put all three freeform
surface polynomial coefficients, radii of curvatures, conic coefficients, and thicknesses in
variables. Automatic optimization minimizes the root-mean-square (RMS) spot size of each
field, controls their centroids, and imposes constraints on the thicknesses of the systems.
The most important constraint concerns the thickness of the rear lens, which needs to be
less than 1 mm. Other thickness constraints limit the systems’ total track and the thickness
of the front lens.



Optics 2023, 4 488

2.3.3. Automatic Analysis and Classification of Systems

The last part of the automated method allows for the classification and analysis of
the optical quality of each system. We needed to find a simple criterion for distinguishing
different configurations in all the designed systems. Therefore, we decided to base our
classification criterion on the best-fit sphere (BFS) sign of the surfaces of each system, so that
all systems in the same configuration would have the same BFS sign for each surface. The
signs (+) and (-) are associated with convex and concave surfaces, respectively. The criterion
of classification is arbitrary and can easily be modified. To compare the configurations
between them, we compute the mean and standard deviation of the mean value of the RMS
spot radius field map of each system contained in the same configuration. These values
allow us to quickly identify if one configuration is better than the others.

All the steps described previously are presented in a flowchart depicted in Figure 6.

Figure 6. Flowchart of the automated method.

2.3.4. Best Systems Optimization

Once the automatic exploration of the MF landscape of the optical problem has
been conducted, we select the best system of each configuration found, and we optimize
them further. We note BSC(i) as the best system of configuration i. The best system of a
configuration is the system that has the minimum mean RMS spot radius field map inside
the same configuration. To further optimize the best systems and obtain the best possible
image quality on the detector, we must change the MF. In fact, due to distortion, the initially
optimized object FOV does not cover the entire detector area. To address this, we directly
optimize the optical quality of the detector. In this aim, we modify the nine fields used for
optimization into fields on the detector: the nine fields are contained in the upper-right
part of the detector and are limited by the fields (0 mm, 0 mm), (Xdet, 0 mm), (0 mm, Ydet),
and (Xdet, Ydet). Taking the example of a 640 × 480 VGA detector with a pixel pitch of
10 µm, we have Xdet = 3.2 mm and Ydet = 2.4 mm. As we use freeform surfaces, we must
resort to large ray density to sample the surfaces correctly. Therefore, we pass from a ray
density of 16 × 16 to a ray density of 200 × 200 for each field, to significantly improve the
optical quality of the system. At this point, we will directly look at the optical quality on
the detector. Thus, it might be possible that the optical quality appears worse than the
optical quality before manual optimization. Nevertheless, both optical qualities are not
comparable, because we are not looking at the same FOV. This phenomenon appears as we
no longer look at the object FOV but directly at the FOV defined by the detector, which is
larger than the initially defined object FOV, due to the negative distortion.

2.4. The Automated Method Applied to Monochromatic Fast Two-Lens Infrared Systems
2.4.1. Context and Specifications of the Study

This study aimed to design a dioptric system working in the long-wave infrared
(LWIR) band, answering the SWaP problem. In optical design, the challenge of the SWaP
problem is to increase the optical performance while reducing the size, mass, and cost of the
system. A reduction in system size is achieved through a reduction in detector size, thereby
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reducing the pixel size. However, this implies designing faster optical systems, which
conflicts with size and cost reduction. In turn, we must increase the number of system
variables, to increase the aperture of an optical system. This can be achieved by using
more optical elements or surfaces with more degrees of freedom (DoF). Using more optical
elements increases the size and cost of the system. Thus, a possibility is to use surfaces with
more DoF, such as aspherical or freeform surfaces, which is now possible, thanks to recent
developments in the manufacturing and testing of these complex surfaces. In this context,
different studies [28,29] have been conducted, to show the benefit of using aspherical
surfaces to design two-lens infrared optical systems. Considering this problem, other
studies [18,30,31] have demonstrated that correcting the FOV, which perfectly matches the
detector dimensions of the system, enhances the optical quality of classical systems for
the same number of optical elements. Usually, on-axis classical optical systems correct the
rotationally symmetric FOV defined by the diagonal of the detector and the focal length
of the system. Therefore, parts of the correction are lost, due to the oversizing of the FOV
compared to the dimensions of the detector. Figure 7 illustrates this phenomenon. The
system must contain freeform surfaces in order to correct the FOV, so that it matches the
detector perfectly, as the optical problem is no longer rotationally symmetric. This design
strategy for dioptric systems is interesting in tackling the SWaP problem.

Figure 7. On the left, the rotationally symmetric FOV oversizes the dimensions of the detector. On
the right, the FOV perfectly matches the dimensions of the detector.

In light of recent studies, where one solution to the SWaP problem is to design systems
with more DoF, we developed an automatic method adapted to the SWaP problem for
two-lens infrared systems. Our method can design fast and wide FOV two-lens systems
with three freeform surfaces, allowing the correction of a rectangular FOV. To illustrate
the relevance of our method for this type of application, we propose a comparison of our
optical system, designed using the automatic method, to an optical system described in the
literature [27], designed using the classical method. We chose this system as a reference
system, as it works in the LWIR band, and it has been designed to answer the SWaP
problem. Figure 8 depicts the layout of the system and the RMS spot radius field map.

The system is made of a front aspherical lens, in a high-index chalcogenide glass
called TGG [27], and a rear lens in silicon, with a front spherical surface and a rear plane
surface. The authors imposed for the silicon lens a last rear plane surface and a sag height
for the front surface less than 150 µm in their design, to maintain a low-cost approach, as it
simplified its fabrication. In our study, we did not consider the sag constraint. However,
we noted that the sag height of the reference system was −136 µm: this parameter was
not a limiting operand during the optimization of the reference system, and it could be
considered as a nominal solution without sag constraint. The authors also explained that,
using their experiences, they started with an inverse meniscus well-known to correct the
aberrations for a wide FOV system in a SWaP configuration, and they replaced the window
of a microbolometer to correct the Petzval curvature of the system with a divergent plano-
concave field-flattener lens [32]. Indeed, due to the decrease in pixel size, the depth of field
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of the system could be insufficient to compensate for the Petzval curvature for a wide FOV.
Table 2 presents the features of the reference system.

Figure 8. Layout and RMS spot radius field map of the reference system [27].

Table 2. Parameters of the reference system [27].

Parameter Value Parameter Value

Focal 5.6 mm HFOV ±34°
F/# 1.2 VGA Detector 640 × 480
Pixel pitch 10 µm Mean RMS spot radius 7.62 µm
TGG refractive index 3.39 Silicon refractive index 3.47

This study was conducted threefold. The first part consisted of designing a system
with an F-number equal to 2, in order to study the effect of a reduction in the F-number
on the configurations found, and to explain the results obtained, using a simple case. We
also decided to make this study with a slightly higher F-number than required, as this
is a standard way to design an optical system. Then, we designed a system with the
same F-number (1.2) as the reference system. The second part aimed to see if we found
the same configuration as the reference system, and showed that optimization over a
rectangular FOV enhances the optical quality. In the last part, we took the benefit of both
our automatic method and the correction of the useful FOV, to enhance the optical quality
of the system by reducing its F-number. We were also interested in seeing if the best system
configuration was the configuration of the reference system or another configuration found
by the automated method.

For this article, we designed only monochromatic two-lens infrared systems at a
reference wavelength of 10 µm. We justified this choice by the low chromatic aberrations in
the LWIR band concerning small focal length systems.

For the studies, we varied R1 and R2 between ±100 mm and ±150 mm, respectively. In
turn, to simplify the analysis of the results, all graphics were represented according to the curva-
ture 1/R1 and 1/R2. As we took 50 values for each variable, we generated 2500 files of initial
settings, where 1/R1 and 1/R2 varied between ±0.49 mm−1 and ±0.33 mm−1, respectively.

2.4.2. Study of a Monochromatic Two-Lens Infrared System with an Aperture of F/2

Applying the automated method, we found four different diffraction-limited config-
urations of systems. Figure 9 shows the prohibited areas of the initial parameters where
no system was found (green areas). These areas could appear for two reasons. The first
was that the SMS method failed to design a system with the targeted F-number. The
second reason was that sometimes automatic optimization fails to optimize the system.
Figure 9 also shows one principal configuration (configuration 2, with 1285 systems), two
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secondary configurations (configurations 1 and 3, with 125 and 86 systems, respectively),
and a last marginal configuration (with 3 systems). By looking at Figure 10, we can see
that configuration 1 was made of a front convergent lens with two convex surfaces and
a rear convergent lens with a front convex surface. The front surface of the front lens
of configuration 2 changed to a concave surface beside configuration 1. Configuration
3 differed from configuration 1, as the front surfaces of both lenses were concave. Therefore,
it was made of a front convergent lens and a divergent rear lens, such as the reference
system. Despite these differences, the three configurations had a thick front lens, contrary
to configuration 4, where its front lens was thin.

On the configurations map, we have marked the localization of the best system for
each configuration with a cyan dot. The best systems were not optimized here, as they were
already diffraction-limited on the detector. Indeed, by looking at Figure 10, we can see that
the worst system, BSC(4), experienced degradation of its optical quality at the edges of the
detector. Nevertheless, it had a mean RMS spot radius of 14.97 µm, which was inferior to
the Airy spot radius of 24.4 µm, for an F-number of 2. We also note that the different RMS
spot radius field maps are not rotationally symmetric, illustrating the freeform aspect of
the designed system.

-0.49 -0.03 -0.015 0.0 0.015 0.03 0.49
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R 2
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m

1 )
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Config 1: 125 files
RMS spot radius mean: 15.85 µm
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Config 2: 1265 files
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RMS spot radius mean: 12.7 µm
Standard deviation: 2.08 µm
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Standard deviation: 0.36 µm
Best system for each
configuration

Figure 9. Map of the configurations found for a monochromatic two-lens infrared system with an
aperture of F/2 according to 1/R1 and 1/R2 (rAiry = 24.4 µm).

2.4.3. Study of a Monochromatic Two-Lens Infrared System with an Aperture of F/1.2

We computed the map of the configurations presented in Figure 11, running the
automated method for a higher aperture of F/1.2. We observed that the occupied areas by
the designed systems were contained in the occupied areas of the map of the configurations
of the first study (see Figure 9). Nevertheless, we designed fewer systems than during the
first study. We explain this observation as a direct repercussion of the reducing F-number,
as increasing the aperture for a constant FOV makes the design task harder. Another
consequence is the optical quality degradation of the system, which is no longer diffraction-
limited after the automated method. Indeed, by looking at Figure 12, we can see that
the best system, BSC(2), had a mean RMS spot radius of 15.48 µm, which was superior
to the Airy spot radius of 14.64 µm, for an F-number of 1.2. For this study, we were
able to distinguish three configurations, which means that one configuration disappeared.
Nevertheless, the repartition of the configurations was similar to the previous study, as we
obtained one principal configuration with 671 systems, one secondary configuration with
260 systems, and one marginal configuration with only 2 systems. Figure 12 shows that the
marginal configuration was the configuration of the reference system. Therefore, we found
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the same configuration as the reference system using the automatic method, even though it
seemed complicated to find it without experience.

(a) (b)

(c) (d)

Figure 10. RMS spot radius field map on the same color map and layout of the best systems with an
F-number of 2: (a) BSC(1) has a mean, minimum, and maximum RMS spot radius of rmean = 12.19 µm,
rmin = 6.14 µm, and rmax = 19.84 µm; (b) BSC(2) has a mean, minimum, and maximum RMS spot
radius of rmean = 9.44 µm, rmin = 3.31 µm, and rmax = 18.32 µm; (c) BSC(3) has a mean, minimum,
and maximum RMS spot radius of rmean = 9.1 µm, rmin = 4.67 µm, and rmax = 17.58 µm; (d) BSC(4)
has a mean, minimum, and maximum RMS spot radius of rmean = 14.97 µm, rmin = 8.86 µm, and
rmax = 55.23 µm with an F-number of 2.
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Figure 11. Map of the configurations found for a monochromatic two-lens infrared system with an
aperture of F/1.2 according to 1/R1 and 1/R2 (rAiry = 14.64 µm).
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(a) (b)

(c)

Figure 12. RMS spot radius field map using the same color map and layout of the best systems
with an F-number of 1.2: (a) BSC(1) has a mean, minimum, and maximum RMS spot radius of
rmean = 17.57 µm, rmin = 12.12 µm, and rmax = 26.31 µm; (b) BSC(2) has a mean, minimum, and
maximum RMS spot radius of rmean = 15.48 µm, rmin = 7.29 µm, and rmax = 44.83 µm; (c) BSC(3)
has a mean, minimum, and maximum RMS spot radius of rmean = 22.76 µm, rmin = 14.88 µm, and
rmax = 51.17 µm with an F-number of 1.2.

After manually optimizing the three best systems, we obtained the three optimized
systems shown in Figure 13. Figure 14 depicts the reference system and the RMS spot
radius field maps of the three optimized systems normalized on the same color map. We
can see that the optimization of BSC(1) did not lead to a good system, as it had a mean RMS
spot radius of 20.15 µm, which was widely superior to the mean RMS (equal to 7.62 µm)
spot radius of the reference system. Thus, combining a front convex–convex thick lens
followed by a convergent lens was not a good solution, as it only used convex surfaces; the
system could not be corrected from the Petzval curvature and, thus, the field curvature. By
contrast, the systems resulting from the optimization of BSC(2) and BSC(3) had a slightly
better optical quality than the reference system, as they had mean RMS spot radii of 6.75 µm
and 7.26 µm, respectively. It is interesting to note that we were able to design a convergent–
divergent system (optimized BSC(3)) with better optical quality than the reference design.
We enhanced the optical quality for the configuration of the same system, with mean RMS
spot radii of 7.27 µm and 7.71 µm for the designed and reference systems, respectively
(see Figure 14a). The improvement was relatively low, because the reference system was
already diffraction-limited. Thus, we wanted to compare our two designed systems in
more detail, especially looking at the effect of using a divergent lens in a two-lens system.
Firstly, we looked at the X-axis and Y-axis focal lengths of the convergent front lens. We
specified the axis of the focal length as we worked with freeform surfaces. Thus, the X-axis
and Y-axis focal lengths were not necessarily equal. The X-axis and Y-axis focal lengths of
the front lens of the optimized BSC(2) were equal to 7.51 mm and 8.22 mm. The aperture of
the front lens was equal to the aperture of the system, as the pupil of the system was the
first surface of the front lens, so it equalled 4.75 mm, leading to local F-numbers of 1.58 and
1.73 for the front lens along the X-axis and Y-axis. In this configuration, we used only
convergent lenses that increased the F-number of the front lens compared to the F-number
of the whole system, which equaled 1.2. This effect helped to reduce the aberrations of
the convergent lens, as increasing the F-number of a lens reduces the amplitude of its
aberrations. By contrast, the X-axis and Y-axis focal lengths of the optimized BSC(3) were
equal to 4.96 mm and 5.29 mm for an aperture value of 4.42 mm, leading to local F-numbers
of 1.12 and 1.19 for the front lens along the X-axis and Y-axis, which were inferior to the
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F-number of the whole system. Therefore, using a divergent lens decreased the F-number
of the front lens, which means that a divergent lens may not be suitable for systems with a
low F-number.

Secondly, we wanted to see if the divergent field-flattener lens helped to better correct
the field curvature of the system. First, we needed to take a look at the layout of config-
uration 2, illustrated in Figure 12. We could see that the front lens was an inverse thick
meniscus known to correct the aberrations of wide FOV systems, particularly the field
curvature and, thus, the Petzval curvature [32]. Therefore, it was interesting to compare
both field curvature corrections, to see if using only an inverse thick meniscus was sufficient
or if it was necessary to use both: an inverse thick meniscus and a divergent field-flattener
lens. To compare both configurations, we looked at the value of Z4, the Zernike polynomial
corresponding to the defocus and field curvature of the system. To this end, we defocused
both systems, to obtain the best spot for the on-axis field, so as to compare both field
curvatures equally. In doing so, the field curvature was no longer compensated for by
the best focus of the system, and we removed, at the same time, the defocus contribution
in Z4. For configurations 2 and 3, the field curvature was the primary aberration in both
cases, as it represented 88% and 60% of the total RMS wavefront error for configurations
2 and 3. Therefore, the divergent field-flattener lens was the better solution to correct the
field curvature for this system. However, it reduced the local F-number of the front lens,
resulting in a worse performance than the case of an inverse thick front meniscus followed
by a convergent silicon lens. Therefore, an inverse thick meniscus is sufficient to handle
the field curvature of the system. Using a divergent field flattener is unnecessary, and it
decreases the final optical quality, by decreasing the local F-number of the inverse thick
meniscus, thereby increasing its aberrations.

(a) (b) (c)

Figure 13. Layout of the optimized systems with an F-number of 1.2: (a) configuration 1; (b) configu-
ration 2; (c) configuration 3.

(a) (b) (c) (d)

Figure 14. RMS spot radius field map: (a) reference system has a mean, minimum, and maximum
RMS spot radius of rmean = 7.62 µm, rmin = 5.45 µm, and rmax = 13.32 µm; (b) configuration 1
has a mean, minimum, and maximum RMS spot radius of rmean = 20.15 µm, rmin = 14.74 µm, and
rmax = 34.91 µm; (c) configuration 2 has a mean, minimum, and maximum RMS spot radius of
rmean = 6.75 µm, rmin = 5.18 µm, and rmax = 11.49 µm; (d) configuration 3 has a mean, minimum,
and maximum RMS spot radius of rmean = 7.26 µm, rmin = 5.21 µm, and rmax = 11.23 µm.



Optics 2023, 4 495

2.4.4. Study of a Monochromatic Two-Lens Infrared System with an Aperture of F/0.9

In this study, we wanted to take full advantage of our global approach and of the
correction of the useful rectangular FOV, to design a fast freeform system with an F-number
of 0.9. Using the automated method, we obtained the configuration map in Figure 15.
We observed the same consequences as the second study: a reduction in the number of
designed systems and their optical quality. These observations were unsurprising, as
we further reduced the F-number while keeping the FOV of the systems constant. The
repartition of the configuration differed slightly from before, as we had two principles and
one marginal configuration. Figure 16 shows that the global approach did not design a
system with a front convergent lens and a divergent field-flattener lens as the reference
system for this F-number, which shows that it is unsuitable to use a divergent field-flattener
lens in a two-lens system when the F-number becomes too low. Thus, by looking at the
three RMS spot radius field maps of the best system of each configuration, illustrated in
Figure 16, we can remark that the difference in optical quality between the BSC of each
configuration was higher than for the previous studies. Indeed, BSC(1) had a mean RMS
spot radius of 16.97 µm and was two times better than BSC(3), which had a mean RMS spot
radius of 34.2 µm.
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m

1 )

No system
Config 1: 304 files
RMS spot radius mean: 35.59 µm
Standard deviation: 4.88 µm
Config 2: 343 files
RMS spot radius mean: 32.86 µm
Standard deviation: 2.61 µm
Config 3: 4 files
RMS spot radius mean: 37.39 µm
Standard deviation: 1.7 µm
Best system for each
configuration

Figure 15. Map of the configurations found for a monochromatic two-lens infrared system with an
aperture of F/0.9 according to 1/R1 and 1/R2 (rAiry = 10.37 µm).

After manual optimization, we obtained the three RMS spot radius field maps and
layouts shown in Figure 17. By comparing the layouts of Figure 16 and those of Figure 17,
we can see that configurations 1 and 2 kept the same configuration shapes, contrary to con-
figuration 3, which completely changed its shape to reach the same shape as configuration
2. Finally, we had two different configurations. Configuration 1 reached a significantly
better optical quality, with a mean RMS spot radius of 6.96 µm, than configurations 2 and 3,
with RMS spot radii of 22.03 µm and 25.56 µm, respectively. It is interesting to understand
which aberration causes the degradation of the optical quality between both configurations.
For configuration 1, we found that the primary aberration for its field with the worst optical
quality was the coma, with a contribution of 80% to the total RMS wavefront error. In
this configuration, the field curvature contribution was ten times lower than the coma
contribution, which was about 8%. This demonstrated that the inverse thick meniscus
allowed for a significant correction of the field curvature. Configuration 2 did not use an
inverse thick meniscus or a field-flattener lens to correct the field curvature. It used a third
mechanism instead, which uses astigmatism to correct the field curvature of a system [32].
This mechanism led to a field curvature contribution of 18% to the total RMS wavefront
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error. However, an astigmatism at 45° contributed to 81% of the total RMS wavefront errors,
leading to a non-diffraction-limited system. Thus, the astigmatism limited the optical
quality of the system. This observation demonstrates that using astigmatism to correct
field curvature for fast and wide FOV with two air-spaced lenses is not the best solution.
Therefore, the preferred mechanism is using an inverse thick meniscus to correct the field
curvature for this type of system, which is not obvious, as optical designers often use a
field-flattener lens to correct this aberration.

(a) (b)

(c)

Figure 16. RMS spot radius field map on the same color map and layout of the best systems with an F-
number of 0.9: (a) BSC(1) has a mean, minimum, and maximum RMS spot radius of rmean = 16.97 µm,
rmin = 11.27 µm, and rmax = 44.01 µm; (b) BSC(2) has a mean, minimum, and maximum RMS spot
radius of rmean = 27.98 µm, rmin = 20.85 µm, and rmax = 46.03 µm; (c) BSC(3) has a mean, minimum,
and maximum RMS spot radius of rmean = 34.2 µm, rmin = 27.35 µm, and rmax = 58.77 µm.

Finally, we selected the system of configuration 1 to be further optimized, resulting in
the final freeform system, with the layout and RMS spot radius field depicted in Figure 18.
Ultimately, the designed system had an F-number of 0.9, and it was very close to being
diffraction-limited over the whole detector. Indeed, it had a mean RMS spot radius of 9.9 µm
for an Airy spot radius of 10.98 µm for this aperture. This system comprised an inverse
thick meniscus and a thin rear convergent lens. In the final system, the primary aberration
was the field curvature, demonstrating that it is essential to correct this aberration for fast
two-lens systems with wide FOV.

(a) (b)

Figure 17. Cont.
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(c)

Figure 17. RMS spot radius field map on the same color map and layout of the optimized systems
with an F-number of 0.9: (a) configuration 1 has a mean, minimum, and maximum RMS spot radius
of rmean = 6.96 µm, rmin = 4.40 µm, and rmax = 8.47 µm; (b) configuration 2 has a mean, minimum,
and maximum RMS spot radius of rmean = 22.03 µm, rmin = 14.34 µm, and rmax = 35.38 µm;
(c) configuration 3 has a mean, minimum, and maximum RMS spot radius of rmean = 25.56 µm,
rmin = 18.03 µm, and rmax = 40.31 µm.

Figure 18. Layout and RMS spot radius field map of the final freeform system with an F-number
of 0.9. The final system had a mean, minimum, and maximum RMS spot radius of rmean = 9.9 µm,
rmin = 7.64 µm, and rmax = 12.80 µm.

2.5. Current Limitations of the Automated Method and Major Source of Error

We demonstrated in the previous sections the capabilities of the automated method,
but we also need to discuss its limitations and a major source of error. The first limitation of
the method is that it can only design systems with up to three unknown surfaces. This was
not a limitation in our particular case, as we wanted to design systems with a maximum
of three freeform surfaces. The second limitation is the computation time, which can be
significant (several days) for complex optical problems (low F-number and wide FOV): this
is due to automatic optimization in Zemax. Indeed, Zemax can run only four instances
simultaneously. Thus, we can only optimize four systems simultaneously. To bypass this
limitation, we intend to use a custom ray tracer in the future, which is a parallel processing
algorithm. Using our ray tracing software, we estimate that the computation time will be,
at most, one day for complex optical problems and a large set of initial settings.

Currently, the major source of error for the reliability of the method is the local
algorithm used to optimize the different systems, which can become stuck in a bad local
minimum. Nevertheless, our method runs optimization multiple times, beginning with
slightly different starting points, which mitigates this problem. Therefore, the errors will
only be outliers in the configuration map, and we will not have a loss of information.

3. Conclusions

In this article, we used our implementation of the SMS-3S-3D method to implement an
automated method of exploring a merit function landscape of two-lens infrared freeform
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systems. We demonstrated the ability of the method to scan the merit function of a freeform
optical problem, finding different relevant starting configurations for further optimization.
The method aims to help the optical designer to pick the best starting system for its
optical problem, drastically reducing its effort in this trial-and-error process. We proved
that our automatic method finds the same starting configuration used by an experienced
optical designer. This configuration uses a divergent field-flattener lens to correct the field
curvature of the system. We also showed that this starting configuration, based on the
experience of the designer, is quite difficult to find without experience, as it was only
found two times via the automatic method. The automatic method also found another
suitable configuration, using an inverse thick meniscus and a convergent rear lens, as the
inverse thick meniscus allows for the correction of the field curvature. We compared both
configurations, showing that the divergent field-flattener lens is better at correcting the
field curvature. However, it increases the local F-number of the front lens, making its use
unsuitable for fast systems. Indeed, by applying our automatic method to design a system
with a faster F-number of 0.9, we found that the best configuration combines a front inverse
thick meniscus followed by a convergent silicon lens. This illustrates that the inverse thick
meniscus can attenuate the field curvature and is, thus, a preferred solution as a front lens
for systems answering a SWaP problem. The designed freeform infrared system is very
close to the diffraction limit over its wide FOV. Demonstrators should, however, be made,
to verify that the decrease in the F-number and the use of three freeform surfaces will not
drastically increase the cost of the system, which is an important criterion, for example, in
automotive applications. This article also illustrated the benefits of using freeform surfaces
in dioptric systems, to correct the useful FOV defined by a rectangular detector and to
enhance the optical performance of the system.
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