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Abstract: The novel 3D imaging and reconstruction capabilities of plenoptic cameras are extended
for use with continuous scalar fields relevant to reacting flows. This work leverages the abundance
of perspective views in a plenoptic camera with the insertion of multiple filters at the aperture
plane. The aperture is divided into seven regions using off-the-shelf components, enabling the
simultaneous capture of up to seven different user-selected spectra with minimal detriment to
reconstruction quality. Since the accuracy of reconstructed features is known to scale with the
available angular information, several filter configurations are proposed to maintain the maximum
parallax. Three phantoms inspired by jet plumes are simulated onto an array of plenoptic cameras and
reconstructed using ASART+TV with a variety of filter configurations. Some systematic challenges
related to the non-uniform distribution of views are observed and discussed. Increasing the number of
simultaneously acquired spectra is shown to incur a small detriment to the accuracy of reconstruction,
but the overall loss in quality is significantly less than the gain in spectral information.
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1. Introduction

Image-based measurement techniques have become essential to the experimental combustion
researcher. Many modern techniques can provide quantitative two-dimensional measurements,
yet most practical combustion systems are inherently unsteady and three-dimensional (3D) in
nature. To achieve 3D resolution, experiments either need to be tediously repeated across different
measurement planes (e.g., scanning methods), thereby sacrificing time resolution, or a multitude of
cameras must be employed, substantially increasing both cost and complexity. In either case, the
complexity, expense, and optical access requirements can substantially limit 3D measurements in many
facilities, particularly pressurized facilities associated with many practical combustion applications.
The most well-known and characterized 3D flow diagnostic is tomographic particle image velocimetry
(tomo-PIV; [1]), which has been demonstrated for 3D velocity field measurements in various flow fields
and flames [2–4]. The development of 3D scalar field measurements, such as species concentration via
chemiluminescence or laser-induced fluorescence (LIF), however, lags significantly behind its particle
based counterpart. Indeed, a sparse particle field (e.g., sparsely distributed point sources on a zero
background) is better constrained and considerably easier to reconstruct with a limited number of
views compared to continuously variable scalar fields. Thus, there currently exists a clear need for
new approaches to 3D scalar field measurements suitable for application in reacting flows.

An emerging field of study for advanced flow diagnostics is light-field imaging. A light-field
imaging system addresses the complexity and expense of traditional tomographic systems by utilizing
fewer cameras and dividing each camera into multiple unique views. Thus, every camera samples
both angular and spatial content (i.e., the light field). A few methods exist to capture multiple
views per camera: (1) fiber optic bundles that branch from the main sensor with independent
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optics and mounting, effectively creating miniature cameras, have been used for optical coherence
tomography [5,6] and background oriented schlieren (BOS) [7]; (2) relay prisms and mirrors in front
of the primary objective produce either a stereoscope [8] or a quadscope [9], which have been
demonstrated for a variety of high-speed diagnostic techniques, including tomo-PIV [10,11], LIF [9,12],
and multi-color LIF [13,14]; (3) insertion of a microlens array between the primary objective and
imaging sensor creates a plenoptic camera [15], which has been used for a wide variety of applications,
including PIV [16–20], PTV [21–23], background-oriented schlieren [24], chemiluminescence [25], and
pyrometry [25].

The unique construction of a plenoptic camera reduces optical access requirements, since the
angular multiplexing occurs behind the primary objective lens. This also provides multispectral [26–28]
and hyperspectral [29–31] capabilities when spectral filters are placed at the aperture plane. Previous
multi and hyperspectral plenoptic work effectively traded angular information for spectral information,
thereby prohibiting volumetric reconstruction. The authors propose that careful arrangement of the
aperture filters can enable the sampling of both angular and spectral content, thereby enabling
simultaneous measurement of multispectral scalar fields. A synthetic study motivated by experimental
research in combustion facilities with limited optical access is presented. The current work aims
to extend plenoptic imaging towards the 3D measurement of scalar fields in reacting flows, thus
providing relatively simple implementations of 3D chemiluminescence, laser-induced fluorescence,
Rayleigh scattering, pyrometry, and others.

2. Background

2.1. Volumetric Reconstruction

The reconstruction problem is ill-posed and under determined, as described by Herman
and Lent [32]. The projection of the volume intensity distribution Ej = E(xj, yj, zj) onto a pixel
located at (s, t) yields the known intensity of that pixel Pi = P(si, ti). In equation form this is given by

Pi = ∑
j∈Ni

wi,jEj (1)

where Ni represents the set of voxels in line-of-sight of the ith pixel. The weighting function wij
describes the relationship between the recorded image (ith pixel) and the 3D volume of interest (jth
voxel). Reconstruction methods rely on solving a system of linear equations which model the imaging
system, often iteratively, to recover the volume intensity distribution Ej.

The adaptive simultaneous algebraic reconstruction technique (ASART; [33]) is a modern
reconstruction algorithm. It builds upon the original algebraic reconstruction technique (ART; [34])
by improving convergence speed and stability. ASART initializes the reconstruction domain with a
simple back-projection
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where µ is an optional relaxation parameter to improve stability and Nv is the total number of
unique views.

One advantage of iterative reconstruction techniques is the ability to impose physical constraints
between iterations, thereby guiding convergence towards a physical solution. A common constraint is
the enforcement of non-negative values, which is often assumed with little consideration. Another
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useful constraint is the minimization of total variation (TV), which is a regularization technique
used for signal recovery ([35] pp. 312–317). TV is a global measure of noise that is calculated as the
norm of all spatial gradients. Thus, minimizing TV discourages small-scale, high-frequency noise.
Different vector norms will perceive "noise" in slightly different ways, thereby impacting which
features are minimized and which are maintained or enhanced. Two vector norms commonly used in
conjunction with TV minimization are the L1 and L2 norms. The L1 norm ‖ · ‖1 is a linear summation
that is indifferent to smooth slopes and will treat any fixed-rise over fixed-run equally; this tends
to result in piecewise smooth solutions. The L2 (or euclidean) norm ‖ · ‖2 penalizes smooth slopes,
preferring a few high-magnitude gradients over many low-magnitude gradients; this tends to result in
piecewise constant solutions, which are desirable for medical imaging where constituent organs are of
nominally constant densities. In the interests of capturing both smooth and sharp gradients associated
with reacting flows, the TV of the L1 norm (TV-L1) was selected for this study. The specific 3D TV
minimization algorithm implemented here is detailed by Yang et al. [36]. The combined use of ASART
with inter-iteration TV-L1 minimization is hereafter referred to as ASART+TV.

2.2. Plenoptic Cameras

The plenoptic camera is a useful tool for flow diagnostics, since it enables the rapid acquisition
of light-field data. As described by Levoy [37], a light field constitutes both the spatial and angular
information about the light rays in a scene. Adelson and Wang [38] first introduced the modern concept
of light-field imaging and the plenoptic camera in the early 1990s; they sought a way to advance
imaging capabilities to capture more information about the light field. The physical advancement of
plenoptic imaging was led by Ng et al. [15,39] in 2005 with the development of the handheld plenoptic
camera. Ng describes the plenoptic camera’s most well-known ability to refocus and shift perspective
of a scene computationally after the image has been captured. A plenoptic camera can be constructed
by modifying a conventional camera to include an array of microlenses between the image sensor
and the main lens. This microlens array changes how the light is focused on the image sensor, as
shown in Figure 1. In a conventional camera, the main lens focuses light rays directly onto the image
sensor. A plenoptic camera uses the main lens to focus light rays onto the microlens array. This, in turn,
distributes the light rays onto the pixels of the image sensor depending on the angle the ray struck the
microlens. In this way, a plenoptic camera encodes the angular information in addition to the spatial
information for each light ray entering the camera. The result is a compact camera capable of sampling
volumetric information in instantaneous snapshots, thereby enabling many possibilities in the realm
of flow diagnostics. The Advanced Flow Diagnostics Laboratory (AFDL) of Auburn University has
constructed many plenoptic cameras for use in PIV [16–20] and PTV [21–23], with a recent focus on
scalar-field diagnostics, such as background-oriented schlieren [24], chemiluminescence [25], and
pyrometry [25].

Figure 1. Light-field sampling of conventional and plenoptic cameras.

Although volumetric reconstructions can be performed using a thin-lens assumption, a volumetric
calibration procedure provides many advantages. Direct light-field calibration (DLFC; [40]) is an
empirical method to map object-space coordinates (x, y, z) to image-space coordinates (s, t) for each
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unique perspective (u, v). Similar to calibration procedures of other imaging techniques, a known
calibration target is positioned successively throughout the volume, and its image-space coordinates are
directly measured. A polynomial relationship between the known object coordinates and the measured
image coordinates is then calculated using a least-squares solver. The resulting calibration polynomials
correct for any optical distortions caused by lenses or facility windows, thereby enabling spatially
accurate reconstructions. The calibration polynomials also provide a convenient way to calculate
wi,j in Equations (2) and (3). Although this results in repeated operations, it greatly reduces memory
requirements, since the relationship between every ith pixel and jth voxel is no longer necessary.
Finally, the use of a global coordinate system enables multiple plenoptic cameras to reconstruct a
single volume.

2.3. Plenoptic Spectral Imager

Danehy et al. have demonstrated three-color [27] and seven-color [28] pyrometry using a plenoptic
camera. By inserting a series of color filters near the aperture plane of a plenoptic system, the authors
were able to encode wavelength information into the perspective views. The resulting device is referred
to as a plenoptic spectral imager (US Patent number 10,417,779 B2; [41]). The relationship between
the encoded wavelengths was then used to deduce 2D maps of temperature and emissivity. In these
works, the parallax between perspectives was assumed negligible, and thus the angular information
was effectively traded for wavelength information. However, that is not strictly true: when imaging
3D scenes, the angular component still exists but is inextricably coupled with wavelength.

2.4. Volumetric Multispectral Measurements

By introducing redundant filters into the plenoptic spectral imager, as shown in Figure 2, sufficient
angular information should be retained to enable volumetric reconstruction. The dashed circle
represents the aperture of a plenoptic camera. Any point within this circle may be used to generate
a unique perspective. A set of points picked within like-colored filters would thus generate a set of
perspectives associated with that color. As illustrated, filters A–C form stereo pairs that capture the
maximum available parallax along one axis, which occurs from edge-to-edge for the aperture. The
remaining filter D could remain neutral or broadband as a reference, replicate one of the other filters
to bolster the corresponding reconstruction, or provide a fourth spectrum. If additional parallax is
required, three filters per spectrum could be employed resulting in a triangular formation. Further
optimization is possible with the construction of custom cut and coated filters; however, this study
focuses on feasibility and thus restricts itself to commercial off-the-shelf filter choices.

Figure 2. Filter arrangement at the main lens aperture plane.

Although these volumetric reconstructions will have reduced fidelity compared to utilizing the
entire aperture, this method allows for simultaneous capture of multiple spectra per camera. The
user may select all spectra freely as dictated by the needs of the experiment. This work seeks to
(1) quantify reconstruction accuracy and (2) qualify reconstruction artifacts, each as a function of
simultaneous spectra.
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3. Methodology

To obtain a quantitative measure of reconstruction accuracy, the true solution must be known;
thus synthetic data was utilized for this study. The methodology of simulating, reconstructing, and
evaluating that data is summarized in Figure 3. The remainder of this section serves to detail each step.

Figure 3. Flow chart of the data generation and evaluation process.

3.1. Simulation

A 3D dataset with a prescribed range of features and length scales (hereafter referred to as a
phantom) can be used to benchmark the reconstruction process. Many such phantoms exist in the
medical imaging literature, such as the Shepp–Logan [42]. However, they do not suitably represent
features commonly found in reacting flows, such as smooth gradients. The phantom crafted for this
study was inspired by jet plumes. The construction of the phantom is illustrated in Figure 4 along
with two example cross-sections. It is crafted from two ellipsoids sharing a common focal point. The
intensity between ellipsoids is given by a linear ramp projected radially from the common focal point.
The dimensions used here are 60 × 30 × 30 mm for the outer ellipsoid and 19 × 13.9 × 13.9 mm for the
inner ellipsoid. The result is a continuous scalar field whose gradient magnitude spans 1.6 orders of
magnitude between min and max, as shown. Line profiles through the focal point will always result in a
top-hat function with sloped edges. Line profiles elsewhere through the volume will result in parabolic
curves. In total, three variations of the phantom were considered: constant throughout, concave
with null inner ellipsoid, and convex with uniform inner ellipsoid. Collectively, these phantoms
represent a myriad of features and scales present in reacting flows and will help identify the limits of
volumetric reconstruction.
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(a) geometry (b) concave fill (c) convex fill

Figure 4. Construction of the double ellipsoid phantom.

Both the number and arrangement of cameras are critical to the success of the reconstructions.
Assuming an isotropic distribution of features, the ideal arrangement of cameras would surround
the experimental volume in a spherical array. However, that is impractical from an experimental
perspective, and the phantoms considered here are axisymmetric, similar to many reacting flows.
Thus it was chosen to keep all cameras in a plane normal to the major axis to maximize the number
of observations along the centerline. For an odd number of cameras n, the optimal in-plane rotation
should be 360◦/n. A similar principle applies for an even number of cameras, but extra care must be
taken to avoid collinear lines of sight, resulting in the “bent X” configuration common in four-camera
tomo-PIV setups. An optimal three-camera arrangement is illustrated in Figure 5a. The intersection of
all views is shown in gray and takes the shape of a non-regular hexagon with three orders of symmetry.
Restricting the array to a semicircle results in angular separations of 180◦/n and is equivalent to
inverting the position of every other camera. This limits the required optical access and has the added
benefit of working equally well for an even or odd number of cameras. As illustrated in Figure 5b,
similar lines of sight are achieved, but the intersection has only one order of symmetry. This bias
towards the neighboring cameras could result in uneven reconstructions. However, complete optical
access is not always possible or practical. Thus the limited-angle arrangement shown in Figure 5b is a
better representation of real world experiments.

(a) 120◦ separation (b) 60◦ separation

Figure 5. Comparison of three-camera arrangements.

Plenoptic images of the phantoms were simulated on n cameras positioned in a linear array with
180◦/n separations, as illustrated in Figure 6. Linear arrays composed of two to six cameras were briefly
evaluated. Three cameras should be shown to provide sufficient reconstruction fidelity while requiring
only moderate optical access, and that is thus the focus of detailed study. The details of the synthetic
plenoptic image generator are provided by Fahringer et al. [16]. The cameras used were Imperx
Bobcat B6640 29 MP (6600 × 4400 pixels, 5.5 µm pixel pitch) housing a 471 × 362 hexagonally-packed
microlens array with 77 µm pitch and 308 µm focal length. Each camera was equipped with a 60 mm
main lens. The working distance from each camera to the center of the experimental volume was
approximately 255 mm, resulting in a magnification of−0.5. The source grid was 60× 30× 30 mm and
simulated with a resolution of 0.05 mm/cell. For each cell, 80 rays were propagated from a random
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point within the cell through the optics and onto the synthetic sensor. This resulted in a total of 4× 1010

rays per image. The synthetic images were simulated at high spatial resolution to better approximate a
continuous scalar field.

(a) camera arrangement (b) inspection planes

Figure 6. Arrangement of the synthetic experiment.

3.2. Reconstruction

The aperture configurations considered here are illustrated in Figure 7, where each point
represents a (u,v) coordinate associated with a unique perspective view. Note that the illustrated pixels
are a nominal representation; the microlens array is not aligned with the sensor array, so each microlens
will have a slightly different arrangement of pixels behind it. As such, the (u,v) samples are distributed
to maximize the available parallax rather than align with underlying pixels. The appearance of the
aperture is based carefully upon the experimental results of Fahringer et al. [28] using a plenoptic
spectral imager. A total of five cases will be explored: (a) the full aperture, i.e., a typical plenoptic
camera; (b) all seven filters for one spectra, providing a baseline for the mere insertion of the filter
holder; (c) three filters per spectra, resulting in triangular triplets; (d) two filters per spectra, resulting
in stereo pairs; and (e) one filter per spectra. If the samples are restricted to nominally unaffected
pixels (i.e., white rather than gray or black), then only 48 valid samples remain after insertion of the
multispectral component, greatly reducing the available samples even if all seven filters are utilized.

(a) full aperture (b) 7 filters (c) 3 filters (d) 2 filters (e) 1 filter

Figure 7. Multispectral aperture configurations chosen for comparison.

Reconstructions were performed using ASART+TV on a grid measuring 63× 33× 33 mm, slightly
larger than the phantom. The nominal grid resolution is the size of one microlens (77 µm) projected
into object space, approximately 0.15 mm/vox here. The chosen grid resolution was 0.10 mm/vox.
A key assumption made during both simulation and reconstruction is that the volume remain optically
thin. This means that photons travel in a straight line to the main lens without encountering any
refraction or absorption. To augment the reconstruction process, dynamic volume masking was
utilized. A volume mask limits the scope of the reconstruction problem to a predefined region, which
increases both accuracy and performance. For every instantaneous snapshot, each reconstructed
voxel must contain some percentage of non-trivial observations. The noise floor and filter threshold
are user-defined values of 10 counts and 92%, respectively. This mask shrink-wraps the data of a
given snapshot. There are no convex-hull assumptions and the dynamic mask may have holes or
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discontinuities. These masks are binary, and merely inform on the reconstruction process which voxels
are safe to skip. For complex scalar fields, masking is critical to the success of the reconstruction.

Volumetric calibration was performed via DLFC using a Monte Carlo simulation. One-thousand
random points within the experimental volume were simulated and tracked with the plenoptic image
generator. Using volumetric calibration in the synthetic tests alleviates the need to store wi,j and makes
the processing procedure more analogous to real-world experiments.

3.3. Evaluation

The zero-mean reconstruction quality factor Q∗, as defined by La Foy and Vlachos [43], is used as
an objective measure of the reconstruction. It is given by

Q∗ =
∑j Ẽrcn,j · Ẽtru,j√
∑j Ẽ2

rcn,j ·∑j Ẽ2
tru,j

(4)

where Ẽrcn and Ẽtru are the zero-mean reconstructed scalar field and the zero-mean truth scalar field,
respectively. A consequence of subtracting the mean is that large zero-valued regions increase Q∗; thus,
the quality factor could be artificially inflated by enlarging the reconstruction domain. To mitigate this
trend, only voxels within the dynamic volume mask are used to calculate Q∗ for each case. Note that
although the phantom extents are identical in all cases, the dynamic masks vary slightly based on the
observations available in each case. These quality factors are used to quantify the bulk accuracy of the
reconstruction.

To assess small-scale features, cross-sectional planes of the reconstructed volume are extracted.
Normalized coordinates are used, where x = 0 at the base of the phantom and 1 at the top. A radial
coordinate r in the y-z plane is 0 along the centerline and 1 at the major diameter (15 mm). Each plane
is shown and labeled in Figure 6b. The first two correspond with the x-y and x-z cardinal planes,
respectively. The remaining four are y-z planes positioned in 20% increments along the major axis.
From these planes, false color maps of absolute intensity and full-scale error are presented in addition
to individual line profiles.

4. Results and Discussion

4.1. Number of Cameras

Before beginning a detailed study, it is necessary to determine the appropriate number of cameras
to utilize. A linear array of n cameras, separated by 180◦/n each, was simulated about the constant
ellipsoid phantom. For this portion of the work, only 30 iterations of ASART were applied and no TV-L1
minimization was used. The results are therefore not converged, but serve as a representative sample.

Cross-sections of the midplane are shown in Figure 8 for a number of cameras from two to six.
As illustrated by Figure 8f, the cross-section should be a perfect circle with a value of unity. The
outer boundary of each reconstruction is a lopsided polygon as predicted in Figure 5b, where the
number of sides is 2n. Note that in the two camera case, the corners are cropped by the reconstruction
domain, making it falsely appear as an octagon. The polygonal boundaries are a product of trivial
observations: outside of the boundary, there is high confidence that no real data exists because at least
a few perspectives observe nothing in that region. With dynamic masking, this region is calculated as
a preliminary step; however, the ASART algorithm is robust and will eventually accomplish the same
task. Within the interior, an interference pattern based on n is observed. As the number of cameras
increases, the interference pattern becomes more complex but of diminishing magnitude.
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(a) 2 (b) 3 (c) 4 (d) 5 (e) 6 (f) truth

Figure 8. Midplane of constant phantom reconstruction using n cameras.

Average radial line profiles within the midplane are shown in Figure 9a for each linear array.
The profiles resemble Fourier series approximations of a square wave. Increasing the number of
cameras causes similar behavior to increasing the number of Fourier modes, gradually approaching
the desired square profile. In the limit of many cameras, the oscillations are expected to become
vanishingly small. Azimuthal (r = 0.7) profiles within the midplane are shown in Figure 9b, along
with symbols indicating where the primary axis of each camera enters ( ) and exits ( ) the volume.
Note that at a fixed radius of r = 0.7, the azimuthal profiles do not necessarily correspond with a radial
node or anti-node. Azimuthal oscillations are clearly observed as a function of n. The general trend,
best illustrated by the three-camera case, is that each undulation directly correlates with a camera axis.

(a) Average radial profile at x = 0.5 (b) Azimuthal profile at x = 0.5 and r = 0.7

Figure 9. Line profiles of constant phantom reconstruction using n cameras.

The source of this interference pattern is likely related to the hybrid nature of using multiple
plenoptic cameras. The parallax between neighboring views is small, but the parallax between
cameras is comparatively large. This causes a systematic bias in the distribution of energy throughout
the reconstruction process. As the number of cameras increases, the separation between views
becomes more uniform and the energy is more evenly distributed. These spatial oscillations were also
observed when utilizing a variety of other reconstruction techniques, again suggesting that the bias is
fundamental in nature. From these results it is obvious that the more cameras, the better. Further study
is restricted to three cameras, which the authors believe provide sufficient fidelity while requiring only
a moderate amount of optical access and experimental complexity.

4.2. Single Spectra Reconstructions Using the Full Aperture

Based on the results of n cameras in a linear array, a three camera arrangement separated by
60◦ was chosen for detailed study. All three ellipsoid phantoms were reconstructed with ASART+TV
using the full aperture (116 unique views) of each camera. These reconstructions provide a baseline
by which the multispectral reconstructions may be compared. The quality factor of each phantom is



Optics 2020, 1 145

shown in Figure 10 for every 10th iteration of the reconstruction process. At 300 iterations the quality
is still improving and thus not fully converged; however, beyond 50 iterations the rate of change is
quite slow. Therefore performing more than 300 iterations would be of marginal benefit and is not
considered here.

Figure 10. Convergence of quality factor using ASART+TV.

Cross-sections of the full-aperture reconstructions are shown in Figure 11. Several strengths
and weaknesses are immediately evident. The hexagonal boundaries visible in the y-z cross-sections
(planes 3–6) resemble Figure 5b as predicted. Although the outer boundaries are hexagonal, smooth
and round features are observed within the interior. Overall, the reconstruction process faithfully
recovers each phantom. Reconstruction of the convex phantom in particular exceptional with a quality
factor of 0.998. All three phantoms exhibit a tube-shaped surplus along the major axis, although this is
less evident in the convex case. This bias in energy distribution is directly related to the number of
cameras, as was discussed in Section 4.1. Cross-sections of the full-scale error are shown in Figure 12
to highlight the differences. The error maps resemble a Fourier series, as was predicted in Figure 9a.
However, the exact nature of the fluctuations vary with each phantom. The zero-valued hollow in the
concave case appears to compress the fluctuations to the outermost edges, as shown in Figure 12b3.
The remainder of the concave errors are more star-shaped than hexagonal. The convex error maps are
similar to concave, but of substantially lesser magnitude. Although it would be preferable to eliminate
these systematic biases, that is left for future research. For the remainder of this work, these errors will
be taken as a predictable artifact of reconstruction.
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(a) constant, Q∗ = 0.958

(b) concave, Q∗ = 0.935

(c) convex, Q∗ = 0.998

Figure 11. Cross-sections of the full-aperture reconstructions.
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(a) constant, Q∗ = 0.958

(b) concave, Q∗ = 0.935

(c) convex, Q∗ = 0.998

Figure 12. Cross-sections of the full-aperture reconstruction error.
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To explore the impact of view count, limited-view reconstructions were explored. All three
ellipsoid phantoms were reconstructed with ASART+TV using the full aperture of each camera;
however, the total number of views was limited to k points equally distributed about the aperture.
Other distributions such as a ring about the aperture perimeter and a horizontal line were also
considered, but were consistently out-performed by the equally distributed samples. Note that the
resolution of each perspective view is fixed based on the number of microlenses; therefore, the system
resolution increases linearly with the total number of views. It is thus natural to assume that more
views will always yield superior results, since the number of observations per voxel is increasing.
The resulting quality factors are presented in Figure 13. When k = 1, the system is effectively
equivalent to three traditional (i.e., non-plenoptic) cameras with low resolution. Despite that limitation,
fair reconstructions are still achieved. Reconstruction quality improves with additional views, peaking
around k = 10 then gradually settling from there. This could be related to the distribution of views
discussed in Section 4.1. It is possible that a decrease in views per camera makes the overall distribution
of views more uniform and thus benefits the reconstruction. Although these results do not reflect
clustered-view distributions, as with the honeycomb filter, they indicate that utilizing all available
views is unnecessary and somewhat detrimental. This gives confidence that the superfluous views
may be utilized for other spectra with minimal sacrifices in quality.

Figure 13. Quality factor with a limited number of views.

4.3. Multispectral Reconstructions Using Honeycomb Aperture

Using the previous full-aperture data, sub-aperture reconstructions were performed using a
portion of the aperture representative of each configuration. This emulates the use of a multispectral
lens without introducing additional complexity or error. The quality factor of each reconstruction is
shown in Figure 14 for each aperture configuration. Varied orientations of each configuration (e.g.,
a horizontal stereo pair) were found to have the similar performances. Using seven filters has a slight
benefit over the full aperture; similarly to Figure 13, reducing the number of views but maintaining the
full span of the aperture appears to subtly improve reconstruction quality. However, this configuration
serves only as a reference and provides no practical use; a reduction in views may be done during the
reconstruction process and does not require any additional hardware. The three-filter configuration,
which maximizes parallax in a triangular arrangement, performs comparably to the full aperture.
Utilizing two filters in a stereo arrangement, and thus maximizing parallax across just one axis of the
aperture, results in a marginal loss of quality. Finally, the one-filter configuration, which has the least
parallax, performs the worst overall. Recall that for the two- and three-filter configurations, the central
filter may be utilized for an additional spectra, albeit at lower quality. These results demonstrate that
multiple spectra may be simultaneously acquired by a plenoptic camera array while still achieving
fair reconstructions.
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Figure 14. Quality factor using a multispectral aperture.

Once again, the distribution of views is important to consider alongside the number of views.
The one-filter configuration utilizes 12 views and results in a concave quality factor of 0.918, compared
to 0.937 for the k = 12 reconstruction. However, the two and three-filter configurations, chosen to
maximize parallax, perform favorably despite their limited view count. An optimized system should
strive for a uniform distribution of views spanning a large range of angles.

A subset of the multispectral reconstructions were chosen to illustrate the associated
reconstruction artifacts. Cross-sections at plane 3 (x = 0.2) of the multispectral reconstructions
are shown in Figure 15 with false color for both absolute intensity (left) and full-scale error (right).
The differences are subtle, but that was expected based on the quality factors. As the number of utilized
filters decreases (thus enabling more simultaneous spectra), several aspects of the reconstruction
degrade. The overall shape becomes less circular, with the boundary edges becoming sharper and
trending toward a lopsided hexagon. Internally, the features also become less circular and more
egg-shaped. The distribution of intensity loses its smoothness and becomes increasingly noisy.
In particular, a stair step pattern emerges that is especially visible near the perimeter. The edges
of each step are triangular and aligned with the camera axes.

To better illustrate the magnitude associated with these reconstruction errors, line profiles within
plane 3 of the concave reconstruction are shown in Figure 16. From the average radial profiles in
Figure 16a, it is evident that all aperture configurations struggle to capture the sharp edge of the
concave profile, but none stand out from the rest. An inset of the apex highlights how similarly all
configurations perform. Azimuthally, six undulations are clearly observed, which correlate with the
nominal axes of each camera. Compared to the constant phantom (whose line profiles are not shown),
the compression of intensity amplifies the magnitude of these fluctuations. The 1-filter configuration
deviates from the truth most dramatically, with peaks and troughs of the greatest magnitude. The other
configurations are more similar to one another. The 2-filter configuration interestingly has undulations
of lesser magnitude near θ = 0, but of greater magnitude elsewhere.
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Full-scale error (right):
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Figure 15. Cross-sections of the multispectral reconstructions at plane 3.

(a) Average radial profile (b) Azimuthal profile at r = 0.7

Figure 16. Line profiles of concave phantom reconstruction at plane 3.
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5. Conclusions

The core of this work is to leverage the abundance of unique perspective views with the insertion
of multiple filters at the aperture plane. As was shown in Figure 13, some of the full-aperture views
may be sacrificed with little to no detriment. Rather than waste redundant views, the aperture was
divided into seven regions using off-the-shelf components, enabling the simultaneous capture of up to
seven different user-selected spectra. Since the accuracy of reconstructed features is known to scale
with the available angular information, the proposed filter configurations were chosen to maintain
maximum parallax.

A summary of the quality factors for each phantom reconstructed using ASART+TV is provided
in Table 1. Overall, reconstructions closely resembling the three phantoms were achieved for all cases.
At present, the largest source of error is directly related to the shape of the phantom. Reconstructions
performed exceptionally for the convex phantom, but struggled with the constant and concave
phantoms, particularly near the perimeter where intensity is discontinuous. Although gradients and
internal hollows were well captured where present, the infinite gradient at the edge was problematic.
Related to this, the second largest source of error appears to be a systematic bias based on the
non-uniform distribution of views. A spatially-oscillating intensity, which resembled a Fourier series
approximation, was observed based on the number of cameras. Using more cameras increased the
spatial frequency and decreased the magnitude, similarly to increasing the number of Fourier modes,
producing more accurate reconstructions. Although this work focused on the use of a plenoptic
camera, other light-field imaging devices such as quad-scopes and fiber-optic bundles are expected to
be similarly impacted.

Table 1. Quality factors for each aperture configuration.

Config. Views Constant Concave Convex

Full 116 0.958 0.935 0.998
Best ∼10 0.959 0.937 0.998
7 filters 48 0.959 0.937 0.998
3 filters 18 0.956 0.933 0.998
2 filters 12 0.954 0.930 0.998
1 filter 12 0.947 0.918 0.997

Relative to those fundamental error sources, dividing the aperture into multiple spectra had a
considerably lesser impact on reconstruction. It was discovered that utilizing all available views per
camera was slightly detrimental to the reconstruction. Perhaps related to the distribution of views
and Fourier-like oscillations, utilizing fewer views but maintaining the full aperture had a marginal
but positive effect on reconstruction quality. Insertion of the filter holder performed similarly to
these limited-view reconstructions for all three phantoms. Using fewer filters and thus enabling more
simultaneous spectra had a detrimental effect, but the overall loss in quality was significantly less
than the gain in information. When partnered with complex and expensive-to-operate facilities, the
capability to acquire up to seven hand-picked spectra far outweighs the small loss in quality.

Multispectral volumetric imaging is a largely unexplored frontier, providing a tremendous amount
future work. An immediate focus should be placed on understanding and minimizing the systematic
errors that cause spatially-oscillating features. A detailed Fourier domain analysis might reveal
additional insights relating to the optimal arrangement for a limited number of views, which would
be relevant for all light-field imaging systems. More elaborate 3D phantoms featuring asymmetries,
azimuthal variations, and small-scale particulate matter would better represent turbulent reacting
flows. Such phantoms, which can be achieved through CFD rather than manual crafting, will provide
a necessary benchmark as this technology progresses. Physical construction of these multispectral
imagers is underway and experimental studies will follow.
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