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Abstract: Structural and dynamical aspects of vibronically coupled S1 (dipole-allowed, “bright”)
and S2 (dipole-forbidden, “dark”) states of hypercoordinated carbon molecule, 1,8-dimethoxy-9-
dimethoxymethylanthracene monocation, are investigated. Potential energy surfaces are modeled
within the linear vibronic coupling scheme. Quantum dynamics simulation show that the nuclear
wavepacket initiated on the “bright” S1 state would move to “dark” S2 within a few femtoseconds
via an accessible conical intersection. A dynamical equilibrium of wavepacket exchange between S1

and S2 is observed after 50 fs of propagation time. The activity of vibrational motions associated with
the hypercoordinated carbon and C−H vibrations is analyzed using the reduced nuclear densities.
Our findings illustrate that the excited-state nonadiabatic behavior has to be taken into account while
analyzing the optical properties of this hypercoordinated carbon molecule.

Keywords: near-degenerate excited states; conical intersection; ultrafast internal conversion;
vibrational activity

1. Introduction

Despite the harsh conditions present in the interstellar medium, various organic
molecules have been found to exist. Most common of those are perhaps H2, CH, CN,
CH+, to mention a few [1]. Subjected to UV radiation, various photochemical processes
take place, thus opening an interesting area of research to understand the photoinduced
processes of such molecules. One such molecule which has gathered attention in this area is
the methanium ion CH+

5 [2]. This molecule is a positively charged complex ion containing
a carbon atom connected to three hydrogen atoms and a hydrogen molecule. Main point
of interest here is the presence of a 3-centered, 2-electron bond between the C−atom and
the adjacent H-atoms, giving rise to a hypercoordinated carbon system which violates the
general coordination number of carbon, viz., 4 [3].

Since the discovery of protonated methane, CH+
5 [4,5], interest has widely grown

towards studying hypercoordinate carbon compounds. Characterization of the molecule
posed to be challenging due to its highly fluxional nature. However, with developments in
spectroscopic techniques over the years, studying such systems became possible. Compu-
tational studies using dynamics simulations of the small hypercoodinated carbon system
helped understand the stability of the cation [6,7]. Such developments challenged the
conventional thought of carbon being tetracoordinated.

The most common SN2 nucleophilic substitution reaction studied in organic chemistry
is perhaps the closest one can experimentally observe a pentacoordinate carbon centre
which is generated during formation of the transition state [8]. Efforts were spent on
stabilizing the transition state to be able to characterize the molecules. It was found that a
trigonal bipyramidal structure would exist around the central carbon atom. Akiba et al. syn-
thesized and characterized the first stable hypercoordinate carbon system—1,8-dimethoxy-
9-dimethoxymethylanthracene monocation (cf., Figure 1, hereafter referred to as 1)—as a
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model system for the SN2 transition state [9]. Similar such systems were further developed,
focusing on the stability of the molecules [10,11]. Apart from purely organic systems, many
metallated carbon hypercoordinated systems were also studied over the years, which are
stabilized by metal-metal interactions [12–16].

Even though there are a large number of studies focusing on the ground-state proper-
ties of hypercoordinated systems, the excited-state properties are still open for interpreta-
tion. Generally, photoinduced processes are studied along a single potential energy surface
(PES), considering well-separated electronic states. However, with development in compu-
tational techniques, it is now possible to analyze the excited-state decay mechanism in the
case of near-degenerate states. In the scenario where the states are near-degenerate, pho-
torelaxation might take place on an ultrafast time scale (within femtoseconds), in contrast
to internal conversion (IC) which usually occurs on a slower time frame (<10−12 s).

In this study, we focus on the excited-state photorelaxation dynamics of the hyper-
coordinate system, 1, using quantum dynamics simulation. We utilize the linear vibronic
coupling (LVC) approximation to generate the PESs of the low-lying singlet excited states.
Subsequently, we study the IC dynamics by performing wavepacket dynamics simulation
using the well-established multiconfiguration time-dependent Hartree (MCTDH) method.
We then analyze the dynamical events based on the electronic population and reduced
nuclear densities.
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Figure 1. Molecular structure of 1,8-dimethoxy-9-dimethoxymethylanthracene monocation (hereafter
referred to as 1). The hypercoordinated carbon, and the corresponding bonded groups, are labelled.

2. Computational Methodology
2.1. Static Calculations

Ground-state geometry optimization of 1 was performed within the C2v point group
using the hybrid density functional B3LYP [17] combined with the cc-pVDZ basis set [18].
The geometry of the equilibrium minimum was confirmed by frequency analysis, which
resulted in no imaginary frequencies. Excitation energies and the corresponding oscilla-
tor strengths were subsequently computed using the time-dependent density functional
(TDDFT) method—coulomb attenuating method B3LYP (TD-CAM-B3LYP) [19]—using
aug-cc-pVDZ basis set [20].

To validate the energies and the state characters, we benchmark the results using
various time-dependent variants of functionals like M06-2X [21] and ωB97XD [22]. We
also utilize two wavefunction-based methods, resolution-of-the-identity second-order
approximate coupled-cluster singles and doubles (RI-CC2) [23], and algebraic diagrammatic
construction method to second-order (ADC(2)) [24], to obtain the relevant energies for
comparison. All benchmark tests were performed using the aug-cc-pVDZ basis set. All
DFT computations were performed using the Gaussian 16 program package [25], while the
wavefunction-based calculations were done in TURBOMOLE 7.4 [26].
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2.2. Vibronic Hamiltonian

We use a 2 × 2 vibronic Hamiltonian to explore the photophysical relaxation process
happening on the coupled S1−S2 PESs. The Hamiltonian is generated within the LVC
approximation in terms of the normal dimensionless coordinates [27], given by

H = (TN + V0)12 +

S0
1+ ∑

i∈a1
κ
(1)
i Qi ∑

j∈a2
λjQj

∑
j∈a2

λjQj S0
2+ ∑

i∈a1
κ
(2)
i Qi

 (1)

where TN and V0 are the ground-state kinetic and potential energy matrix elements. 12
denotes a 2 × 2 unit matrix. S0

n is the vertical excitation energy (n = 1, 2) at the Franck-
Condon (FC) geometry (Q0). κ and λ are the intrastate and interstate coupling constants
along totally symmetric (a1 symmetry) and non-totally symmetric vibrational modes,
respectively. The former provides us with the gradient of the PES, thereby tuning the
energy gap between the two states, while the latter couples the two states. Vibrational
modes having irreducible representation the same as that obtained by the direct product of
the two states would couple the states, i.e., S1 and S2 states having A1 and A2 symmetries,
respectively, will be coupled via a2 vibrational modes. The coupling parameters are
computed using the following equations [27]:

κ(Sn) =
∂VSn

∂Qi
|Q0 , i ∈ a1 (2)

λ
(Sm−Sn)
i/j =

[
1
8

∂2

∂Q2
i/j
|VSm(Q)−VSn(Q)|2

]1/2

Q0

, i ∈ a1; j ∈ a2 (3)

where VSm and VSn are the adiabatic potential energies of the electronic states Sm and Sn,
respectively.

2.3. State Minima and Conical Intersection

The energetic location of the minimum energy conical intersection (MECI) on the
coupled S1−S2 PESs were estimated within the LVC approach using the following expres-
sions [27]:

MECI = a +
(A− b)2

2B
− 1

2
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Here, S0
1 and S0

2 are the vertical excitation energies of S1 and S2 states, respectively.
ωn denotes the harmonic frequency of nth totally symmetric vibrational mode. The total
number of such vibrational modes is given by v. κ(1) and κ(2) are the intrastate coupling
parameters of S1 and S2 states, respectively.

The equilibrium minimum of a given excited-electronic state Si is given by

Si,min = S0
i −

v

∑
n

κ2
n,i

2ωn
. (11)

To validate the obtained location of the MECI within the LVC approximation, we
optimize the MECI between the two states using the CI optimization code implemented
in the global reaction route mapping (GRRM) program [28]. Within this code, a gradient
projection (GP) method is utilized, where the intersection point is estimated via the dif-
ference in the gradient vector between the involved PESs [29–31]. Using this method, we
obtain the energetic location of the MECI, as well as the geometry, enabling us to infer the
molecular distortion required to reach the MECI point from the FC geometry.

2.4. MCTDH Wavepacket Dynamics

To investigate the IC decay upon photoexcitation to the dipole-allowed “bright”
S1 state, we perform quantum wavepacket dynamics simulation using the MCTDH
method [32,33]. The suitability of this method for systems with vibronically coupled
PESs and large nuclear degrees of freedom (DOF) has been well-established in the litera-
ture [34,35]. The wavefunction for f DOF in this method can be written as

Ψ(Q1, . . . . . . , Q f , t) =
n1

∑
i1=1

. . . . . .
n f

∑
i f =1

Pi1 ...i f (t)
f

∏
k=1

φ
(k)
ik (Qk, t). (12)

where Q1, . . . , Q f are the nuclear coordinates of vibrational modes. Pi1 ...i f and φ
(k)
ik denote

the MCTDH expansion coefficients and single-particle functions (SPFs), respectively. nk
represents the number of SPFs to describe the k-th DOF. Basis functions in the form of
discrete variable representations are used in this study to describe the SPFs before solving
the MCTDH equations of motion.

Further, we use the “mode combination” strategy to reduce the memory requirement,
wherein a set of DOF are combined and each such set is represented as SPFs. In this
scenario, the wavefunction can be rewritten as a multi-configuration over p generalized
particles as:

Ψ(Q′1, Q′2, . . . , Q′f , t) =
n1

∑
j1=1

. . .
np

∑
jp=1

Rj1,...jp(t)φ
(1)
j1

(Q′1, t) . . . φ
(p)
jp

(Q′p, t) (13)

with
φ
(k)
j (Q′k, t) = φ

(k)
j (Q1, Q2, . . . , Qw, t) (14)

where Q′k = (Q1, Q2, . . . , Qw) represents the multidimensional coordinate for mode k.
We select 26 relevant modes based on the excitation strength of the individual modes

(κ2/2ω2 or λ2/2ω2, where ω is the frequency of the respective mode). The ground-state
nuclear wavepacket is prepared at the FC point of S1 by vertical transition and propagated
for 300 fs. Subsequently, the wavepacket motion is tracked based on the diabatic electronic
population (Bγ(t)) and reduced nuclear densities (ργ(Qi, t)) of a given diabatic electronic
state, γ. These are obtained using the following expressions:

Bγ(t) =
∫
|Ψγ(t)|2dt (15)
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ργ(Qi, t) =
∫

Ψ∗γ(t)Ψγ(t)∏
j 6=i

dQj (16)

We used the Heidelberg MCTDH code version 8.5 Revision 11 [36] for the nuclear
wavepacket simulation. Details of relevant vibrations, primitive basis, and SPFs employed
in this simulation are given in Supplementary Material.

3. Results
3.1. Stationary Point Analysis

Table 1 collects the FC vertical excitation energies, oscillator strengths and symmetries
of S1 and S2 states of 1. Both TDDFT and wavefunction methods predict S1 to be the
“bright” state with A1 symmetry, while S2 is the “dark” state (zero oscillator strength) with
A2 symmetry. TDDFT methods yield a relatively higher S1−S2 gap (∼0.4 eV) than the
wavefunction methods (∼0.3 eV). As there are no reports on the experimental excited-
state energies to match our computed energies, we chose the TD-CAM-B3LYP method to
construct the model PESs of electronic states of interest.

Here, we analyze the origin of the electronic transitions based on the natural transition
orbitals (NTOs). Relevant NTOs are collected in the Supplementary Material (Figure
S1). The S1 state originates predominantly from a π→ π∗ transition, thus leading to the
observation of a noticeable oscillator strength. We also find that the S2 state possesses
ππ∗ character. However, the virtual and occupied molecular orbitals associated with this
transition are orthogonal, resulting in a minor or no overlap between those orbitals. Hence,
S2 appears as a “dark” state with zero oscillator strength.

Table 1. FC vertical excitation energies of 1 computed using different levels of theory in combination
with aug-cc-pVDZ basis set. All values are in eV. Oscillator strengths are given in parenthesis. The
S2-S1 gap (∆S2-S1 ) at the FC point is also given.

Methods S1 (A1) S2 (A2) ∆S2-S1

TD-CAM-B3LYP 3.17 (0.10) 3.52 (0.00) ∼0.35
TD-ωB97XD 3.20 (0.10) 3.60 (0.00) ∼0.40
TD-M062X 3.19 (0.09) 3.60 (0.00) ∼0.41

ADC(2) 3.12 (0.10) 3.37 (0.00) ∼0.25
RI-CC2 3.16 (0.09) 3.43 (0.00) ∼0.27

Even though S1 and S2 states are relatively well-separated at the FC geometry
(i.e., equilibrium geometry), these states might converge upon distorting the molecule.
To unravel this, we perform distortion of the molecule along the normal vibrational modes
and compute the energies at each distorted geometry. We plot those energies along the
normal dimensionless coordinates along two vibrational modes in Figure 2. In Figure 2a,
we observe that the states tend to converge upon distortion caused by in−plane bending
of the C−H bond of the aromatic ring. The states become degenerate at Q = 2.50. We also
observe a similar convergence of the states upon bending of the C−H bond present in the
methoxy groups (cf., Figure 2b). Compared to the C−H bending vibration in the aromatic
ring, the latter vibration induces the crossing between S1 and S2 states at a slightly smaller
distortion (Q = 2.00) and a lower energy level (difference of ∼0.5 eV). These curve-crossing
features show that the nuclear motion would bring the seemingly well-separated states
closer. We also identified such curve crossing for other vibrational modes. These curve
crossings form the seam of the multidimensional conical intersection. A pictorial repre-
sentation of the conical intersection in the coordinate space of C−H bending vibrational
modes is shown in Figure 3.
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Figure 2. Adiabatic potential energy curves of S1 and S2 states along (a) Q74 (C−H in−plane bending
of aromatic ring), and (b) Q79 (C−H bending of methoxy groups) of 1. The filled black circles
represent the ab initio points plus ground-state harmonic potential energy, while the dashed black
circle marks the point where the two states are near-degenerate. A sketch of the corresponding
vibration is also shown.

Figure 3. Pictorial representation of S1−S2 conical intersection of 1 formed in the Q74 (C−H in−plane
bending of aromatic ring) and Q79 (C−H bending of methoxy groups) vibrational space.

To gain a detailed insight into the conical intersection, we calculate the energetic
position of the MECI in the multidimensional coordinate space using the LVC potentials
(cf., Section 2.3). The MECI location and the excited-state minima are collected in Table 2.
From Tables 1 and 2, we find that the MECI lies only∼0.15 eV below the S1 FC point. The S1
minimum is located at 2.89 eV, thereby having a stabilization energy of ∼0.28 eV. While
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relaxing to the S1 state minimum, the molecule would encounter the low-lying MECI. Such
an encounter within the FC region would be possible on a prerequisite that the structural
distortions that transform the FC geometry to the MECI geometry should be minimal.

Table 2. Excited-state minima and MECI of the coupled S1−S2 PESs of 1 calculated at TD-CAM-
B3LYP/aug-cc-pVDZ level of theory within the LVC approach. All values are in eV.

Stationary Point Energy

Smin
1 2.89

Smin
2 2.90

MECI 1 3.02 (3.09)
1 The value in parenthesis is estimated using GRRM.

To evaluate the extent of distortion required to obtain the MECI geometry, we optimize
the MECI using the GRRM program (cf., Section 2.3). The energetic location of the conical
intersection using this approach is estimated to be ∼3.09 eV (cf., Table 2). This energy value
is similar to that obtained using the LVC potentials (∼3.02 eV), suggesting that model PESs
of the LVC approach would be sufficient to track the relaxation dynamics within the FC
region. To gain further insights into the extent of distortions required to reach the MECI
geometry from the FC geometry, we compute the variation in the bond lengths along those
atoms connected to the hypercoordinated C−atom (cf., Table 3). We note that the MECI
geometry optimized using GRRM retains the C2v point group, same as the FC geometry.
A 2% variation in the C−C bond length occurs among the two structures, while the highest
distortion required is a meager 3% taking place along the C−O bonds. On analyzing the
bond angles around the hypercoordinate center, we observe that the distortions required
are even less than that required for the bond lengths. The maximum variation observed in
the angles is ∼1% (cf., Table 3). We also observe negligible variations in the dihedral angles
around the hypercoordinated center. Overall, we find minute variations of geometrical
parameters involving the hypercoordinated C−center. The energetic and spatial locations
estimated within the LVC approach show that the MECI can be easily accessible by the
photoexcited molecule. Thus, one would expect nonadiabatic effects to dominate the
excited-state dynamics of this molecule.

Table 3. Important bond lengths (in Å), bond angles and dihedral angles (both in ◦) of 1 at different
geometries calculated at TD-CAM-B3LYP/aug-cc-pVDZ level of theory.

Ground-State Geometry MECI Geometry 1 % Change

C1-C2 1.50 1.47 2.00
C1-O3 2.46 2.54 3.25
C1-O4 1.29 1.32 2.33
C1-O5 1.29 1.32 2.33
C1-O6 2.46 2.54 3.25

C2-C1-O3 85.76 85.16 0.70
O3-C1-O4 92.38 92.79 0.44
O4-C1-O5 111.61 110.51 0.99
O5-C1-O6 92.38 92.74 0.39
C2-C1-O6 85.76 85.16 0.70

C2-C1-O3-C7 180 179.97 0.02
C2-C1-O4-C8 360 360.06 0.02
C2-C1-O5-C9 360 360.05 0.01
C2-C1-O6-C10 180 179.98 0.01

1 Optimized using GRRM.
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3.2. Wavepacket Simulation Analysis

Based on the above analyses, we infer that the MECI lies close to the “bright” excited
state, and minor vibrational displacements would suffice to reach the intersection geometry.
To get a clear picture of the photorelaxation processes, we perform dynamics simulation
by launching the initial wavepacket at the FC point of the “bright” S1 state. Electronic
populations obtained from this simulation are shown in Figure 4.

The proximity of the S1/S2 MECI from the FC point of S1 enables the evolving
wavepacket to access the intersection. This feature can be understood from the popu-
lation trend, where a simultaneous S1 population decay and S2 population rise from t = 0 fs
to t = 85 fs takes place. Almost 50% population is retained on S1 while the other half
exists on the higher excited state at t = 85 fs. After that, the population profile exhibits
oscillatory behavior. This behavior arises due to the population exchange between S1 and
S2. From Table 2, we find that the MECI lies only∼0.10 eV above the S1/S2 minima, making
it possible for the back-and-forth population exchange between these two states.
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Figure 4. Diabatic electronic population of S1 and S2 states of 1 obtained by exciting the initial
wavepacket and allowing propagation on the allowed “bright” state, S1.

Next, we analyze the role of vibrational modes in the nonadiabatic dynamics, especially
the vibrational motions associated with the hypercoordinated C−center. We plot the
reduced nuclear density of the “dark” S2 state along the O−C−O bend vibration with
the wavepacket propagated on the “bright” S1 state (cf., Figure 5). At t = 0 fs, the nuclear
density is zero on this “dark” state. However, within the first few fs, the density rises in
S2, which depicts the wavepacket accumulation in this state from S1. We observe a steady
increase in the density in S2 till t ∼ 80 fs, reaching a maximum at about 150 fs. This feature
is associated with the maximum electronic population at the specified propagation time,
as depicted in Figure 4.

Figure 5. Nuclear density of the “dark” S2 state of 1 along the O−C−O bending vibrational mode
(Q59) throughout the propagation period, with the wavepacket propagated on “bright” S1. A sketch
of the vibration is also shown.
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Similar to the vibration involving the hypercoordinate center, we also observe a similar
nuclear density profile along other vibrational modes. For instance, the nuclear density of
the “dark” S2 state along the C−H bending vibrations of the aromatic ring and methoxy
groups are shown in Figure 6a,b, respectively. Along the former vibrational mode, we see a
rise in the S2 density as soon as propagation starts on the “bright” S1 state. This keeps on
increasing till t ∼ 160 fs, where it attains the maximum density. Afterwards, the density
decreases gradually.

Figure 6. Nuclear density of the “dark” S2 state of 1 along the C−H bending vibrational mode of
(a) aromatic ring (Q74), and (b) methoxy groups (Q79) throughout the propagation period, with the
wavepacket propagated on “bright” S1. A sketch of the vibrations is also shown.

Such density profile is also observed along the C−H bend vibrational mode of the
methoxy groups (cf., Figure 6b). However, compared to the density observed along the
C−H vibration of the aromatic ring, we find a slightly higher density accumulation by
t ∼ 160 fs. This can be attributed to the ease of reaching the intersection point along
this vibrational mode. The vibrational motion involving the methoxy groups would be
relatively more active compared to that involving the aromatic ring, thereby facilitating a
higher density transfer from the “bright” S1 state to the “dark” S2 state.

These observations indicate that the vibrational motions, in general, and that associ-
ated with the hypercoordinated center, play a crucial role in the ultrafast IC happening
within the S1−S2 FC region. It is also vital to understand the role of these vibration in
the S1 → S0 nonradiative decay. The investigation of this process provides details on the
molecule’s fluorescence properties; however, such an investigation is out of the scope of
the present study.

Overall, we observe the following important features of S1−S2 PESs: (i) S1 and S2
states are “bright” and “dark” states at the ground-state minimum geometry, respectively,
which can be attributed to the overlap between the molecular orbitals, (ii) the seemingly
well-separated excited states (∼0.35 eV) at the FC point converge upon distortion of the
molecular geometry, (iii) minor displacements along the vibrational modes lead to the
formation of the conical intersection, and (iv) accessibility of the intersection determines
the IC decay process. Our findings demonstrate the requirement of involving the multi-
state effect arising due to coupled PESs while analyzing the photophysical aspects of
the molecule.
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We now discuss the optical properties of the hypercoordinate molecule. The simulated
normalized absorption spectrum is shown in Figure 7. This spectrum is obtained by
damping the autocorrelation function generated during the wavepacket calculation. We
employed an exponential function of 15 fs for damping. A ∼1.16 eV shift was applied to
the abscissa of the generated spectrum to account for zero-point energy correction. To our
knowledge, this molecule has no experimental absorption spectrum for a direct comparison.
Our result shows a well-resolved spectrum originating from transition to the allowed S1
state, with a characteristic vibronic feature having an absorption maximum at ∼3.10 eV.
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Figure 7. Normalized absorption spectrum of 1 obtained following wavepacket dynamics simulation
on “bright” S1 state.

As the first excited-state S1 is a “bright” state, the molecule, in principle, can show
fluorescence. State minima calculated using the LVC potentials predicted S1 and S2 to
stabilize at ∼2.89 eV and ∼2.90 eV, respectively (cf., Table 2). As these minima are near-
degenerate, we can expect both states to be involved in the emission process: the direct
emission from S1 and the emission from S2 enabled by the vibronic mixing. The upper limit
of the emission spectrum would be ∼2.90 eV, leading to a broad spectrum. Experimental
spectroscopic measurements would be highly valuable in understanding and confirming
the results discussed here.

4. Conclusions

We provide insights into the IC dynamics of 1 in purview of the presence of conical
intersections within the FC region of S1−S2 PESs. These states are energetically well-
separated at the FC point. The molecule attains the conical intersection geometry upon
subjecting its FC geometry to minor vibrational distortions. Such an easily accessible
intersection enables the wavepacket transfer from the allowed S1 state to the forbidden S2
state within a few femtoseconds. Vibrational motions associated with the hypercoordinate
center play an important role during the IC dynamics. The stable minimum of S1 and
S2 are near-degenerate; hence, a broad emission spectrum is expected if the emission
from S2 becomes dipole-allowed via vibronic mixing, in addition to the direct emission
from S1. Our findings bring new insights into the photodynamics of a hypercoordinate
carbon system, which would highly interest readers working in both experimental and
theoretical spectroscopy.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/chemistry5010021/s1, Table S1: Harmonic vibrational frequencies of
1,8-dimethoxy-9-dimethoxymethylanthracene monocation computed at B3LYP/cc-pVDZ level of theory;
Table S2: Ground-state (S0) equilibrium geometry of 1,8-dimethoxy-9-dimethoxymethylanthracene
monocation optimized at B3LYP/cc-pVDZ level of theory; Table S3: Linear intrastate coupling
parameters (κ) of 1,8-dimethoxy-9-dimethoxymethylanthracene monocation computed at TD-

https://www.mdpi.com/article/10.3390/chemistry5010021/s1
https://www.mdpi.com/article/10.3390/chemistry5010021/s1
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CAM-B3LYP/aug-cc-pVDZ level of theory; Table S4: Linear interstate coupling parameters (λ)
of 1,8-dimethoxy-9-dimethoxymethylanthracene monocation computed at TD-CAM-B3LYP/aug-
cc-pVDZ level of theory; Table S5: MCTDH details of S1-S2 vibronic dynamics of 1,8-dimethoxy-
9-dimethoxymethylanthracene monocation; Table S6: S1-S2 MECI geometry of 1,8-dimethoxy-9-
dimethoxymethylanthracene monocation optimized at TD-CAM-B3LYP/aug-cc-pVDZ level of the-
ory using GRRM; Figure S1: Natural transition orbitals of S1 and S2 states of 1,8-dimethoxy-9-
dimethoxymethylanthracene monocation.
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MECI Minimum energy conical intersection
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