
IoT

Article

A Pervasive Collaborative Architectural Model at the Network’s
Periphery

Ghassan Fadlallah, Hamid Mcheick * and Djamal Rebaine

����������
�������

Citation: Fadlallah, G.; Mcheick, H.;

Rebaine, D. A Pervasive

Collaborative Architectural Model at

the Network’s Periphery. IoT 2021, 2,

524–548. https://doi.org/

10.3390/iot2030027

Academic Editors: Benoît Parrein and

Bastien Confais

Received: 29 July 2021

Accepted: 1 September 2021

Published: 6 September 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Department of Computer Science and Mathematics, University of Quebec in Chicoutimi, Saguenay, QC G7H 2B1,
Canada; Ghassan-Mustapha.Fadlallah1@uqac.ca (G.F.); Djamal_Rebaine@uqac.ca (D.R.)
* Correspondence: Hamid_Mcheick@uqac.ca

Abstract: Pervasive collaborative computing within the Internet of Things (IoT) has progressed
rapidly over the last decade. Nevertheless, emerging architectural models and their applications still
suffer from limited capacity in areas like power, efficient computing, memory, connectivity, latency
and bandwidth. Technological development is still in progress in the fields of hardware, software
and wireless communications. Their communication is usually done via the Internet and wireless
via base stations. However, these models are sometimes subject to connectivity failures and limited
coverage. The models that incorporate devices with peer-to-peer (P2P) communication technologies
are of great importance, especially in harsh environments. Nevertheless, their power-limited devices
are randomly distributed on the periphery where their availability can be limited and arbitrary.
Despite these limitations, their capabilities and efficiency are constantly increasing. Accelerating
development in these areas can be achieved by improving architectures and technologies of pervasive
collaborative computing, which refers to the collaboration of mobile and embedded computing
devices. To enhance mobile collaborative computing, especially in the models acting at the network’s
periphery, we are interested in modernizing and strengthening connectivity using wireless technolo-
gies and P2P communication. Therefore, the main goal of this paper is to enhance and maintain
connectivity and improve the performance of these pervasive systems while performing the required
and expected services in a challenging environment. This is especially important in catastrophic situa-
tions and harsh environments, where connectivity is used to facilitate and enhance rescue operations.
Thus, we have established a resilient mobile collaborative architectural model comprising a periph-
eral autonomous network of pervasive devices that considers the constraints of these resources.
By maintaining the connectivity of its devices, this model can operate independently of wireless
base stations by taking advantage of emerging P2P connection technologies such as Wi-Fi Direct and
those enabled by LoPy4 from Pycom such as LoRa, BLE, Sigfox, Wi-Fi, Radio Wi-Fi and Bluetooth.
Likewise, we have designed four algorithms to construct a group of devices, calculate their scores,
select a group manager, and exchange inter-group and intra-group messages. The experimental
study we conducted shows that this model continues to perform efficiently, even in circumstances
like the breakdown of wireless connectivity due to an extreme event or congestion from connecting
a huge number of devices.

Keywords: pervasive architectural models; collaborative computing in IoT; connectivity of IoT
objects; harsh environments; construct group of nodes; resilient and rescue systems; pervasive
computing

1. Introduction

Continuous and rapid technological innovation, especially in the areas of telecom-
munications and information technology, has led to a radical expansion of the Internet
throughout the world. This has given rise to the Internet of Things (IoT). Moreover, portable
smart devices that use the Internet and various wireless technologies have become popular.
The facilities in cities, including buildings, offices, factories, markets, home appliances,
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machines, security systems and cars are connected to each other. This is what Ashton [1]
first called the IoT in 1999. IoT supports a wide variety of networks interconnected through
a variety of devices, including servers, databases, computers, laptop and wearable devices
like smartphones and personal digital assistants.

The improvement of the Internet has accelerated the development of practical so-
lutions to the various problems of distributed systems, such as heterogeneity, openness,
connectivity, security, scalability, failures, transparency and quality of service [2]. Ad-
vances in technology like device miniaturization and both P2P and wireless communica-
tion have enabled the integration of pervasive devices into distributed systems. These
enhance and expand collaborative mobile computing by using small low-cost devices (wear-
able/portable) present in the physical environments of users, including homes, offices, and
even natural environments.

This model of computing allows the interaction of remote and mobile users to perform
different activities using a variety of pervasive devices. This interaction has become
an effective technique for dealing with complex problems by breaking them down into
smaller sub-problems processed adequately on large networks. The pervasive devices
develop very quickly and their functions are enriched and enhanced while their capabilities
of communication are increased. In this paradigm, all users, hardware and software are
dynamic, and they change these capabilities in unpredictable ways [2,3].

The development of collaborative systems has led to innovative designs for mobile
networks and their devices’ technologies. In addition, they enhance mobile collaborative
computing and the techniques of interaction between these devices.

We distinguish many architectures that have been established recently in pervasive collab-
orative computing on distributed mobile networks, such as cloud, fog and edge computing [4].

Cloud computing, the main architecture supporting the IoT, has successfully helped to
solve the problems of collaborative computing in areas such as communication, computing
capabilities and storage and transfer of data. Similarly, fog, edge and mobile edge comput-
ing (MEC) [5] solved the problems faced by cloud computing when offloading to central
servers and vice versa. Fog and edge computing architectures [6] (and recently MEC), with
several other architectural models, have gained primordial importance in mobile networks.

However, the effectiveness of devices in these structures became disproportionate to
the intense demand for communications. This effectiveness is needed even more in cases
like natural disasters, industrial accidents and terrorist attacks, which can isolate or destroy
their communication service centers, base stations and access points. Therefore, the solution
for situations of disconnected communication is most likely realized using networks that
comprise mobile devices and have ubiquitous resources that can be connected through
their capabilities of P2P connection. These devices can be regrouped instantly in networks
in real time and in a variety of positions. Besides extreme events, these networks could be
used in normal situations due to their very low cost and their permanent presence in our
pockets. These networks provide users with facilities and benefits to manage their work
anytime and anywhere. For these reasons, and with the emergence of new technologies
expected in the future, we claim that these devices and networks will be the de facto tools
to support the paradigm of smart mobile collaborative computing.

The pace of technological development constantly imposes real challenges in a variety
of areas, particularly in mobile networks. This is due to the rapid advances in the archi-
tecture and techniques of IT models, mobile devices and communication tools, such as
wireless and P2P, through self-diffusion. P2P communication allows access to devices
without the need for wireless infrastructure such as access points or evolved base stations
(eNBs). P2P can use various short-range wireless technologies [7] like Bluetooth, Wi-Fi
Direct, LTE Direct (defined by the Third Generation Partnership Project (3GPP) [8]), near
field communication (NFC) and proximity services as needed. The mobile networks can
be composed of devices that connect spontaneously using these types of mobile com-
munication, and this offers performance services in a variety of areas [9]. In addition,
emerging Radio Wi-Fi technology enabled by Pycom’s LoPy4 can extend the range of P2P
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and wireless communication. As a result, networking has become a resource of pervasive
devices that can be connected anytime and anywhere. With key technologies such as spatial
modulation, millimeter wave, visible light communication and 5G, cellular networks will
soon enable people to use P2P technology globally. The objective is to increase the number
of connected devices with longer battery life and greatly reduced latency [10].

The IoT paradigm is defined as a dynamic global self-configuration and interoperable
network [11,12]. It fascinates and even seduces its users. Because dynamic situations
give these users more freedom in terms of place of work and time to continue their
different jobs, the demand for the use of these devices or objects is steadily increasing.
Likewise, the development of pervasive devices is leading to an intensification of their
use in increasingly complex collaborative applications, as well as to an intensive use
of resources. [2,13,14]. Unfortunately, technological progress does not follow this demand
proportionately. For example, the number of extant mobile devices, including phones and
tablets, has increased from more than 7.7 billion in 2014 to more than 12.1 billion in 2018 [15].
Moreover, some expect that, by 2025, there will be up to 74 billion connected IoT devices [16]
or perhaps as many as 100 billion [17]. Therefore, since the technological advancement
of these devices lags behind the increasing demand for their use, it can be compensated
by improving the performance of the applications that these devices will achieve in terms
of the speed of response and the completion of tasks. This can be done using job scheduling
and load balancing techniques and by maintaining connectivity in networks, especially
in harsh environments, to ensure the continuity of activities for the required time.

Therefore, this paper seizes the opportunity of emerging architectures such as edge,
fog, cloud, mobile ad hoc cloud computing and multi-group networking to build an au-
tonomous architecture of pervasive, collaborative computing in the IoT paradigm. The main
idea of the approach is to establish a peripheral autonomous network of mobile devices
using their own P2P radio communication and the radio wireless enabled by Pycom’s
LoPy4. Therefore, the present work aims to:

1. Reduce the risk of total or partial interruption of network connectivity caused by
breakdowns or overwhelming (a huge number of) connections. This involves the im-
provement and continuity of maintaining the connectivity between mobile devices,
regardless of the state of the network.

2. Increase the resilience and reliability of sharing data, information and computations
between these devices (objects).

To achieve these goals, we have designed a pervasive mobile network based on
a collaborative layered architectural model [18] that allows users to communicate in various
situations. For this purpose, we have taken into account the capacity limitations of their
devices in terms of data storage, computing, and expected battery life. This model has
been designed to enhance computing capacity, improve response time and increase the use
of ubiquitous surrounding resources. The development of this architectural model includes
the following steps:

(a) Design an architecture sample to maintain connectivity, even during extreme events
and harsh environments.

(b) Establish a multi-group network connected by device-to-device communication, such
as Wi-Fi Direct and other communication technologies that have a larger range
connection, such as those of Pycom’s LoPy4.

(c) Propose four new algorithms and validate them through the required applications
needed to manage the proposed model, such as dividing tasks and balancing their
load. Among these applications is one to program the Lopys as transmitter, bridge
and receiver.

Pervasive computing is the natural successor of mobile computing systems. It is an emerg-
ing field of research that offers revolutionary models for the most recent computing paradigms.
Pervasive computing has led to tremendous advances in technologies such as computing and
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mobile devices, as well as technologies of communication, wireless networking, middleware
programing, smart spaces and distributed and embedded systems.

The present study fosters collaboration between groups of objects through intra-group
and inter-group (of devices) communication in the IoT model, where most of these objects
are no longer managed by a system administrator. Note that collaborative computing
can be defined as “a fertile blend of technologies and techniques which facilitate people
working together via computer-assisted means” [19]. Pervasive computing is an emerging
field of distributed systems, where objects are small, mobile and connected by wireless
and radio P2P technologies. It can be divided into three sub-classes: systems of ubiquitous
computing, mobile systems and sensor networks [20]. Our research combines collaborative
and pervasive computing to (i) embrace a pervasive collaborative model for IoT and (ii)
facilitate and assist cooperation between people, especially in harsh environments, to
exploit the capabilities of each object (device). Indeed, we think the interesting applications
come from the collaboration of objects with minimal human collective intervention rather
than from individual ones.

Other technologies are used in this paper. Let us introduce them briefly. LoRa is
a wireless technology that enables communications over long distances, but at a low data
rate. It uses sensors and actuators for P2P and IoT applications. It can use the radio
spectrum to enable low power broadband communication between remote devices and net-
work gateways. LoRa is the de facto platform for low power wide area network (LPWAN)
technology for IoT. The LoRaWAN® specification, designed by Pycom (Guildford, UK),
is a networking protocol designed to enable rapid establishment of public or private IoT
networks anywhere using bidirectional communication, mobility and localization services
with end-to-end security [21]. Wi-Fi-direct is a Wi-Fi ad hoc standard for peer-to-peer
wireless connections that allows two devices to communicate without an access point,
router, or Internet connection.

The remainder of this paper is organized as follows. Section 2 describes related work,
and discusses the problem of pervasive architectural models at the periphery. Section 3 de-
scribes the proposed pervasive collaborative architectural model. Section 4 presents the ex-
perimental study we conducted. Finally, concluding remarks are presented in Section 5.

2. Related Works on Pervasive Architectural Models and Their Limits

This section surveys pervasive architectural models and identifies their limits.

2.1. Pervasive Architectural Models

Maintaining connectivity between devices in pervasive computing, and particularly
in the IoT paradigm, is important for serving people in various situations, especially
in rural and harsh environments. For example, connectivity must be maintained with
a smart car while it is driving as well as during a live and continuous transfer of data if it
is necessary to make quick decisions. In addition, maximizing coverage areas, especially
in these environments, is needed to ensure communications between pairs of devices
over at least one connection. Many approaches and algorithms are designed to increase
connectivity and maximize coverage in networks. Most require a central station [22,23]
with advanced resources to control the devices in the network, or they require homogenous
devices [24,25]. Recently, Mcheick et al. [26] designed an algorithm CMHWN to provide
connectivity between at least two devices and to add flexibility in controlling the overall
displacement in the network. Ghaddar et al. [27] designed and validated a connectivity
approach to minimize the movement of devices to save energy and support the self-
organization of each object (device). Wang et al. proposed a communication system using
only Wi-Fi Direct technology [28]. However, these algorithms and systems do not handle
heterogeneous communication technologies and require a central station to maintain
connectivity. Therefore, many existing technologies can be considered in contemporary
architectures to maximize coverage and maintain connectivity in pervasive computing.



IoT 2021, 2 528

In addition, major research efforts have been conducted in the fields of cloud, fog, edge
and mobile edge computing and their branching at the peripheral level. The fundamental
structure in this area is cloud computing. The main problem of the cloud is that its
services are centralized, which sometimes slows down processes and can cause total
or partial shutdowns due to a huge number of connections. This problem is the basis
for other approaches, which transform these centralized services into decentralized ones
through intermediate and peripheral service centers. In this way, several architectural
models were developed: fog, edge and mobile edge computing, cloudlet, and collaborative
fog computing [29,30].

Table 1 reviews the most recent and widely used of these architectural models.
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Table 1. Classification of contemporary architectural models.

Architectural Model Description and Analysis of These Models

Mobile edge computing
(MEC)

The main advantage of MEC is to deploy mini cloud servers in each communication base station, especially at
the edge of mobile networks. MEC is applied to mobile devices in these edge networks to reduce delays by allowing
computational and storage capabilities at the edge of mobile networks instead of being at central servers [5,31]. MEC
has better discharge techniques to edge servers, giving the network low latency and high bandwidth [6]. In addition,
it provides efficient storage and energy consumption through many architectures such as the software-defined system
for mobile edge computing (SDMEC) for storage [32] and ME-VoLTE for computing, which integrates MEC with
long-term evolution (LTE) [33].

Cloudlet

A cloudlet is a proximal cloud that brings computing capacities closer to the mobile devices it serves to avoid latency.
A cloudlet is formed by a cluster of multi-core computers, a very powerful multi-core server and a high bandwidth
wireless LAN with high connectivity [34,35]. “Cloudlets are decentralized and widely dispersed Internet
infrastructure whose compute cycles and storage resources can be leveraged by nearby mobile computers [34].”

Collaborative fog
computing (CoFog)

CoFog provides dynamic services based on predefined templates using formal mechanisms called operations. An
operation represents a relationship between a collaboration request and the services that can fulfill that request. There
are two types of operations: conservative, which retains the same type of data, and non-conservative, which creates
a new type. CoFog relies on the ability to discover, recover and provide security services using role-based and
attribute-access models [19].

Mobile cellular cloud
architecture (MoCCA)

MoCCA [29,36] uses small scale micro-servers loaded on mobile phones to build its own mobile cloud architecture. Its
resources are smartphones, base stations, base station controllers and mobile switching centers. Its main concerns are
(i) connectivity, (ii) computational limitations, (iii) churn, because of user mobility and device volatility, (iv) lack
of power; and (v) user incentives.

mClouds
With mClouds [29,37], mobile devices become essential components of cloud computing architectures. An mCloud
uses specific resource-discovery procedures, incentive management and distributed processing to execute locally
whenever possible.

MobiCloud

MobiCloud [29,38] is a trustworthy collaborative mobile cloud administration system that enables the efficient and
collaborative management of mobile smart phone resources. Its objective is to use mobile devices even when there is
no internet connectivity. MobiCloud architecture has participant nodes and a field control node (a cloud agent) that
provides centralized cloud controller functionalities by locating the required resources.

Mobile cloudlet
(M.Cloudlet)

M.Cloudlet uses its own servers without base station services to provide cloud services in order to dispense
the connection to remote cloud central servers or central ones of fixed cloudlets. To build a network of mobile cloudlet,
M.Cloudlet uses Wi-Fi Direct to connect nearby mobile devices [39]. The M.Cloudlet architecture has two main phases:
(i) build M.Cloudlet by discovering and negotiating neighboring devices to form their groups and choose their
owners, then exchange information, (ii) control and manage devices, including their tasks and spontaneous lists
of participating devices [39].

Multi-group networking

This supports Wi-Fi Direct connections between multiple devices in groups, then interconnects different groups to
create ad hoc multi-hop networks. However, the Wi-Fi Direct standard [40] defines only intra-group communications,
where the group owner (GO) is central to all communications in its group. A Wi-Fi Direct device called a gateway
node can operate as a member of more than one group at a time. In a proposed time-sharing mechanism, the gateway
node can switch between two or more groups to implement multi-group communication scenarios using only Wi-Fi
Direct [41].

Building smart
multi-group networks by

Wi-Fi Direct

Independent group formation aims to achieve the efficient use of devices while maintaining connectivity. The main
obstacle to the widespread adoption of P2P communication is the lack of coordination of services. Efforts are focused
on the potential of Wi-Fi Direct as a P2P communication technology in medium- and large-level frameworks using
unrooted Android devices. It functions by (i) designing multi-groups interconnected logical topology by tunnelling
the application layer and (ii) proposing a fully distributed intelligent group formation mechanism to construct
networks, considering the group’s durability, the devices’ power consumption, the bandwidth average and network
extent [42].

Mobile ad hoc cloud
computing (MAC)

MAC computing “is still in its infancy” [29]. Several definitions of MAC have been proposed [43–45], such as “MAC
enables the use of many nearby resource-rich mobile devices to provide computational services in the vicinity” [45].
MAC roots are in mobile cloud computing (MCC) but also in opportunistic computing [43] or distributed computing
with the caveats of intermittent connectivity and delay tolerance. The ad hoc cloud features are developed by Kirby
et al. [46] as self-administration in terms of flexibility, performance and balancing potentially contradictory policy
goals. MAC challenges include (i) limited computing and energy resources of mobile devices and their ability to
perceive context and location, (ii) network connectivity, (iii) security and (iv) partitioning and application loading.
In addition, there are specific challenges, as shown in Figure 1, introduced in the MAC context as mobile devices are
the only resources [29].

2.2. Issues of Pervasive Architectural Models at the Periphery of a Network

The main problem of our research occurs from the emerging architecture field of dis-
tributed systems, especially pervasive collaborative computing at the periphery of a net-
work. These architectures can be classified into three categories: (i) main centralized as
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cloud, (ii) peripherally centralized including fog, edge computing and mobile edge com-
puting, and (iii) other peripheral architectures such as emerging technologies introduced
in recent years, especially mobile ad hoc networks at the periphery (MANET, VANET,
multi-groups networks, mobile cloudlet, etc.) [49]. The peripheral architectures introduced
most recently make smart mobile systems more efficient in terms of communication, power
consumption, data storage and computation capability while they reduce peripheral device
discharge to cloud service centers. Note that cloud computing was created as a solution
for mega data exchange and distributed collaborative and ubiquitous computing. Fog and
edge computing were also designed as system architectures to address the problems
of cloud computing near peripheral devices. Still other architectures have been designed as
solutions for more distant peripheral devices including cloudlet, mobile cloud computing,
mobile cloudlet, mobile ad hoc cloud computing, smart P2P and multi-group networks.

These peripheral architectures provide access to a large number of devices. The main
issue is to maintain and enhance connectivity using the offered technologies, which include
(i) P2P technology such as WI-FI-Direct, and LTE-Direct and (ii) wireless technology using
base stations such as Wi-Fi and Lora.

The emergence of the Internet of Things (IoT) and its widespread deployment as a new
model that processes a huge amount of data has led to problems with collaborative structures.
These include many applications, such as management, communicating and exchanging data
between remote users at the periphery of networks away from their hubs or centers.

Centralized cloud computing and other computing architectures at the levels closest
to the periphery were, in their turn, effective solutions to these problems because of the pro-
liferation of data centers and smart micro-devices that reach the network edges. However,
the efficiency of these architectures has declined in proportion to the increase in requests
from a huge number of users and the colossal amount of data to be processed. Therefore, it
has caused a serious bottleneck in terms of connectivity and communication, especially
for device users at the periphery. The networks in these paradigms generally comprise
small mobile devices that suffer from the problem of limited capacity, as mentioned earlier.

Following a thorough study and analysis of these architectural models, we highlight
the following facts about this area: (i) there is a strong trend towards the development and
evolution of small, smart mobile devices; (ii) there is excessive demand to use them, and
(iii) researchers have made diligent efforts to improve their performance and functionality
and overcome their disadvantages. The main research questions to address on the limits
of these structures are:

- How to maintain the connectivity of network devices in various situations?
- How to reduce the tasks of loading and unloading these small peripheral devices with

central or intermediate service centers (cloud, fog, edge) to avoid the communication
bottleneck?

- How to reduce the energy consumption of these devices by minimizing their time
of use and improving task scheduling and load balancing algorithms?

We identified five emerging issues in this area of intelligent and collaborative mobile
computing at the periphery of networks:

(1) Limited connection bandwidth because of congestion from loading and unloading
messages (tasks and data) to fixed or mobile center servers [29].

(2) The limitations of mobile devices in terms of power, computing ability and data
storage [39].

(3) The reduced range of mobile network devices in terms of device-to-device connection
when wireless connectivity with base stations is lost.

(4) The complete loss of operability or effectiveness of these devices during severe events
such as natural disasters and terrorist attacks because of malfunctions or failures
in the base network stations.

(5) The gap in performing relatively large jobs using these devices. This is partly due to
the inadequate partitioning and scheduling tasks relative to the capabilities and loads
of the equipment.
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3. Collaborative Architectural Model of Mobile Pervasive Computing

Pervasive computing aims to improve the human experience and quality of life without
a clear awareness of the underlying communications and computing technologies [50]. This
section is about the architectural model we proposed, the description of the structure of the con-
nectivity and the algorithms to manage the construction and communication of the device
groups. We also address briefly the security related to the access of the network.

3.1. Specific Objectives

With the large number of mobile device technologies that contribute significantly to
most sectors, there are still unmet needs to ensure the availability, permanence and conti-
nuity of wireless connectivity in several environments. The standard wireless connection
technologies that use base stations and access points can be interrupted because of failures
for a variety of reasons. These include a lack of power, natural disasters and terrorist
attacks. Moreover, communication might not be available in certain overcrowded areas
(for example, a concert or conference hall), or even to manage smart car communications.
As a result, the trend is to address this deficiency by taking advantage of the emergence
of device-to-device (P2P) communication technologies such as Bluetooth, Wi-Fi Direct and
LTE-Direct. Based on these technologies, an autonomous local communication system can
be developed to provide an instant communication environment for mobile users so they
can communicate with each other [28]. Consequently, this type of radio communication
technology has become the main concern in the recent development of wireless connections,
particularly 5G [51].

The objective of the present study is to design an autonomous pervasive collaborative
architectural model (APCAM) consisting of a network of ubiquitous smart mobile devices.
In this model, data and information are exchanged between devices using device-to-
device radio communication (such as Wi-Fi Direct) along with various available wireless
communication technologies. This approach helps to strengthen the capabilities and
then the performance of mobile peripheral networks by developing and improving their
structure at both the hardware and software levels. On the one hand, this model relies on
recent work in the field of collaborative mobile computing [36,41,42,52] and on the latest
hardware communication technologies such as device-to-device radio communication and
Pycom’s LoPy4 that can be used as private wireless base stations. On the other hand, it
relies on the latest load balancing and scheduling techniques, which must be adapted to its
context, especially at the periphery of networks.

The specific objectives of our model are:

(1) Maintain the device’s connectivity in harsh environments and at any time.
(2) Make objects (devices) and their networks more autonomous.
(3) Compensate for loading/unloading to/from the service centers of cloud and other

edge (middle and peripheral) architectures.
(4) Maintain the capacity of the devices such as energy, computing ability and storage.

Therefore, for this paper, we considered these aspects in these two areas:

(a) Smart mobile network peripheral architectures in terms of technologies, pro-
tocols, and applications of networking. There is a variety of devices such
as sensors, smartphones, and tablets, in addition to small laptops, that have
a capacity to be used as local micro-servers. These devices can be grouped ac-
cording to their ranges. In this way, a chain of groups is established in several
zones, taking advantage of the available connection modes such as wireless,
device-to-device and those offered by Pycom’s LoPy4 technologies.

(b) Software in the form of algorithms and applications to carry out tasks such as
the creation of groups, the election of a group manager, and exchanging data
and messages between nodes, as well as partitioning, scheduling and load
balancing of tasks. These algorithms and applications are tested and validated
by simulating harsh situations, for example, by sending messages from one
device to another far away by combining the P2P connection technologies
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of devices and by establishing a proper mode of wireless technology based on
communication technologies offered by Pycom’s LoPy4.

3.2. Autonomous Pervasive Collaborative Architectural Model (APCAM)

We built this model based on the aforementioned technologies for connecting smart
mobile devices. It consists of reassembling these devices in groups connected through
the communication technologies available according to their ranges in their zones. Among
the most important of these technologies is the Wi-Fi Direct, which uses the gateway
node as a means of communicating between these groups (please see details in Figure 2
of the reference [18]). These devices can operate independently of base stations through
their own wireless radio technology by integrating with the access points provided by
Pycom’s LoPy4. Thus, this model can play a crucial role in the case of losing communication
system infrastructure as base stations. This is especially important in harsh situations, when
an emergency event occurs, where for example smart car communications and natural
disasters must be managed. In such cases, the primary concern is maintaining connectivity.
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The architectural model we are proposing has the following layers (see details in the Fig-
ure 3 of the reference [18]): (i) task application; (ii) service engineering, including two fields:
computing modules and operations; (iii) data engineering, consisting of formatting and
unification; (iv) adaptation; (v) connectivity, which includes network infrastructure and
communication; and (vi) physical [18]. This architecture uses layer pattern architecture
to separate the services into different modules. A layer offers a set of cohesive services
(modules) exposed into public interfaces.

This APCAM model uses the following integrated wireless technologies that include
Wi-Fi in conjunction with a device-to-device connection, such as Wi-Fi Direct, and it is
enhanced with wireless connectivity provided by Pycom’s LoPy4. LoPy4 is a powerful
CPU, Bluetooth low energy (BLE) and state-of-the-art Wi-Fi radio with a range of 1 km [53].
Therefore, these are used by our model as special base stations, especially in extreme
situations where Wi-Fi wireless technologies are lost. Our research aims to overcome
the difficulties associated with creating an efficient mobile network system by direct
radio communication (P2P) between devices that can be clustered into a chain of groups
as shown in Figure 2. This network can be created automatically and spontaneously
from distributed groups of smart devices by adopting an assembly mechanism based on
the extended coverage of connections. This mechanism also allows devices to define their
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role so they can create an efficient logical topology for intergroup communications [42].
It consists of identifying smart proximity zones according to factors such as the context
of the problem, the distance between devices, communication range, network traffic and
resources capacities. This makes the model promising as it can be used for effective
real-time communication between groups.

The APCAM model combines communication technologies to ensure the continuity
of communications in various situations. In this way, by using Pycom’s LoPy4, we es-
tablished our model of communication by integrating several modern wireless and P2P
radio technologies, including Wi-Fi, Wi-Fi Direct, Bluetooth and Lora. Our technique
manages the communication between devices, especially those deployed in areas outside
the coverage of Wi-Fi, in terms of the available alternative communication technologies.

The network of the APCAM model can be classified into two categories according to
their ability to communicate with LoPy4. Therefore, our strategy is based on devices that
are not in the communication coverage range of LoPy4 and that can be connected through
device-to-device radio communication technology (Figure 2). We have also adopted an-
other strategy for devices in the communication coverage range of LoPy4 to integrate
device-to-device radio communication and Radio Wi-Fi technology offered by LoPy4
(Figure 3). Both strategies rely on clustering devices into groups, each of which chooses its
own manager or group owner to communicate with each other. These strategies include
designing appropriate algorithms and applications to operate effectively to manage groups
of devices and their intra and interconnections, as well as sharing their information. It is
a collaborative distributed environment that enables the proper functioning of the net-
work, considering the availability of the participating devices, their energy and computing
capabilities, the average speed of data transfers and the connection coverage area [42].

IoT 2021, 2, FOR PEER REVIEW 12 
 

 

 
Figure 3. Groups of objects (devices) that communicate using Pycom’s LoPy4. 

3.3. Structure of the Connectivity Model 
This communication model of maintaining connectivity is based on a network of 

many Pycom’s LoPy4 microcontroller boards used as mini station bases for communica-
tion. These LoPy4s are programmed in this model in three modes with Python in Visual 
Studio Code. These modes are: LoPy transmitter, LoPy bridge (receiver/transmitter) and 
LoPy receiver (see Figure 4). 

Figure 3. Groups of objects (devices) that communicate using Pycom’s LoPy4.



IoT 2021, 2 534

3.3. Structure of the Connectivity Model

This communication model of maintaining connectivity is based on a network of many
Pycom’s LoPy4 microcontroller boards used as mini station bases for communication. These
LoPy4s are programmed in this model in three modes with Python in Visual Studio Code.
These modes are: LoPy transmitter, LoPy bridge (receiver/transmitter) and LoPy receiver
(see Figure 4).
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3.4. Communication Behaviours of the APCAM Model

The devices can communicate, through the mobile applications implemented there,
with the LoPy4s directly or through their group owners according to the following scenario
(see Figure 5). The LoPy transmitter can receive data through Wi-Fi or Bluetooth.

(i) Bluetooth: LoPy4 can receive the information by Bluetooth using any device opening
its Bluetooth option.

(ii) Wi-Fi: we created LoPy4 as a Wi-Fi access point such that any device (Android, IOS,
Windows or Linux) that connects to this Wi-Fi can communicate with LoPy4 at this
address: http://192.168.4.1/test using HTTP post socket.

(iii) Wi-Fi Direct: The devices are split into groups using mobile applications that we have
implemented there based on Wi-Fi Direct technology. They use these applications to
indicate their group owners. The group owner stores all information received from
other group members in a local database. Then, it sends this information to the LoPy4
using a HTTP post socket.

As soon as the LoPy4 transmitter receives the information by Bluetooth or Wi-Fi, it
transmits it to the LoPy4 bridge using the Lora socket.

The LoPy bridge is used to connect two remote LoPys: the LoPy transmitter and
the LoPy receiver. It receives the information from the LoPy transmitter and sends it to
the LoPy receiver. If it is not functional, the LoPy receiver cannot receive the information.

The LoPy receiver is also used as a Wi-Fi access point. All the devices (Android, IOS,
Windows and Linux) that are connected to it can have the information that it receives from
the LoPy4 transmitter via the LoPy4 bridge in the form of a table.

http://192.168.4.1/test
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3.5. Constructing Connectivity Algorithms to Manage the APCAM Model

The processes of synthesizing, managing and connecting materials in our network
model are based on the following algorithms, which design the network as a series of mobile
device groups. All the variables used in these algorithms are summarized in Table 2.

Table 2. The variables of APCAM models and their description.

Variable Description

ValBattery Battery energy
ValStock Storage capacity
ValBandwidth Bandwidth
ValRam RAM capacity
ValCPU CPU capacity
ValScore Score value
PrcBattery Percentage of battery influence
PrcStock Percentage of storage influence
PrcBandwidth Percentage of bandwidth influence
PrcRam Percentage of RAM influence
PrcCPU Percentage of CPU influence
Ip_d, ip_q, or ip_go The IP address of device d, q or group owner
listd(2, n) An array of two rows and n columns for device d
n = listd.length Number of devices in listd
tmp_dvc Temporary device
tmp_scr Temporary score

(1) Algorithm 1 to calculate the score of device d: CalculatingScores(d): This algorithm,
as presented in [54], calculates the score of each device based on five criteria. This
score is required to select a group manager (or a group owner) and in the process
of routing messages between devices. For the sake of clarity and completeness, it is
described below.
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Algorithm 1. CalculatingScores(d)

Begin
get factor capacity values of d;
ValScore = ValBattery ∗ PrcBattery + ValStock ∗ PrcStock + ValBandwidth ∗ PrcBandwidth +

ValRam ∗ PrcRam + ValCPU ∗ PrcCPU;
return ValScore;

End

(2) Algorithm 2 that allows a device to create a list of its connected devices and their
scores: This algorithm allows a device such as “d” to create a list of devices connected
to it with their scores. When device “q” is connected to device “d”, it sends its resource
information to device “d.” Then, device “d” calculates the score of device “q” by
applying the algorithm CalculatingScores(q), then it adds device q to its list identified
by two parameters: IP address and score.

Algorithm 2. Creating_List_Devices_Scores(d)

int i = 0, j = 0, score = 0;
while connection is active and i ≤ n // In case of Wifi and P2P, a group does not exceed n = 12
devices
{

If device q is connecting to device d {
listd[i][j] = ip_q;
score = CalculatingScores(q);
j = j + 1
listd[i][j] = score;
i = i + 1;
j = j− 1; // value of j is 0 or 1, ex: listd[0][0] = ip_q,

// listd[0][1] = score, listd[1][0] =, listd[1][1] =, etc.
}//End if

} //End while
Return listd
End

(3) Algorithm 3 to sort the list device scores (Sorting_Devices_by_Scores): Bubble sorting
is an algorithm that progressively moves up the largest elements of an array [55].

Algorithm 3. Sorting_Devices_By_Scores (ipd, listd)

// sorting based on the scores
int i, j, n, k;
Begin

n = listd.length;
For (i = n; i> = 1; i –)
{

For (j = 2; j <= i; j ++)
{

k = 1; // rank of the line
If listd[k][j−1] > listd[k][j] Then
{

tmp_scr = listd[k][j−1];
tmp_dvc = listd[k+1][j−1];
listd[k][j−1] = [list]_d [k][j];
listd[k][j] = tmp_scr;
listd[k+1][j] = tmp_dvc;

} End If
} End For

} End For
return listd;

End
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(4) Algorithm 4 to select the group manager: Selecting_Group_Manager: Let us randomly
choose one of the n-connected devices di, i = 1, . . . , n, to be the group owner
(GO). It periodically receives data, including scores, from other members at various
moments in time, such as every 5 min. At each of these moments, the GO begins to
compare iteratively the scores of the members of its group. It starts by comparing itself
with resources and scores such as di with di+1. Consequently, the new GO becomes
the device with the highest score. Again, by increasing index i by 1, the group owner
GO will be compared with di+1 to determine the new group owner until i = n − 1.

Algorithm 4. Selecting_Group_Manager

int n;
Begin

listd = Sorting_Devices_By_Scores(listd);
n = listd.length;
ip_go = listd[1][n]; // Max(listd)
return ip_go; // Go: group owner

End

(5) Algorithm 5 Sending_Message (IP, IP) uses the previous algorithms to reach the target
user (object). This algorithm routes a message from device A to target device B in areas
covered by device-to-device radio connections such as Lora and Wi-Fi Direct. This
algorithm is an iterative algorithm in which the device that has the message (at the be-
ginning it is A) creates its list of devices connected to it with their scores. Then, it looks
for device B to check if B can be reached using this device’s list to send it the message
and accomplish its task. Otherwise, it searches through its list to find the device with
the next highest score to B. This algorithm takes advantage of the device’s mobility to
allow the device carrying the message to move to find in its list of connected devices
the appropriate one to send this message. It keeps doing this until it meets the intended
device B. We have a dynamic graph because the nodes can be entered in and out of it
continuously. These devices are all in constant motion. Therefore, the device carrying
the message must move to communicate with the others. Depending on the latitude
and longitude of the nodes between B, the device carrying the message and the candi-
date to carry it, we determine their positions relative to each other. Then, the distances
are compared between B and each of the two nodes. The carrier of the message sends it
to the other if it has the shortest distance to B. For example, let M be the device carrying
the message and N be the candidate to carry it. We calculate the distances MB and NB,
and if NB < MB then M sends the message to N.

Before closing this section, let us say a word about the running times of these algo-
rithms, which are, as we will see shortly, very efficient. Indeed, Algorithm 1 is obviously
of O(1)-time. The time complexity of Algorithm 2 is dominated by the while loop iterated
at most n times. Since the core of this loop takes O(1)-time, it follows that Algorithm 2
is O(n). The time complexity of Algorithm 3 is dominated by the two loops nested one
inside the other. Again, as the corps of the two loops is O(1)-time, it then follows that
the global running time of Algorithm 3 is O

(
n2). Algorithm 4 is obviously of O(1)-time.

Now, for Algorithm 5, there are two things to distinguish. First, the inner loop for runs
in O(n)-time, whereas the running time of the outer loop while depends on the input. In-
deed, as long as condition (ip ! = ipB) is met, the loop while does not terminate. The device
carrying the message moves to find an appropriate place in the list of devices connected to
it to receive this message. This continues until it meets the intended device B. Therefore,
in the worst case, the test will be done in O(n) time, as we have n devices. Therefore,
the overall time complexity of Algorithm 5 is O

(
n2).
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Algorithm 5. for Sending_Message (ipA, ipB)

Local variables:
int n;
double n = 0; distanceTR = 0; x1 = 0; x2 = 0; y1 = 0; y2 = 0;
distanceipB = 0; distanceipmax B = 0;
String ipact;// IP of the device being processed
String [][] listact; // Array of the devices connected to the device being processed
String [][] listact_srt; // Array of devices sorted according to scores and connected to the device
being processed
String min_scr; // threshold score Boolean flag = false
Begin

ip = ipA;x1 = xip; y1 = yip;
x2 = xB; y2 = yB;
distanceTR = (x2 − x1)

2 − (y2 − y1)
2; // distance between transmitter and receiver (Here, A

and B)
While ip != ipB{
listact = Creating_List_Devices_Scores(ip); // creating the list connected to the device
listact_srt = Sorting_Devices_By_Scores(ip, listact);
n = listact_srt[0].length; // number elements in this array
// check if B belongs to the list of devices connected to the device being processed

For (i = n−1; i ≥ n; i–) {
ipmax = listact_srt[1][i]; // starting by the device having the maximum score

If ipmax = ipB; //the device being processed can
//communicate the message directly to B

Exit //as the message has arrived at its
// destination B

Else{
x1 = xip; y1 = yip;
x3 = xipmax ; y3 = yipmax ;
distanceipB = (xB − x1)

2 − (yB − y1)
2; // distance between ip and B

distanceipmax B = (xB − x3)
2 − (yB − y3)

2; // distance between ipmax and B
I f distanceipmax B < distanceipB and min_scr ≤ listact_srt[0] [i] {
//ipmax is closer to B and its score > threshold score

// the message is deposited at ipmax
ip = ipmax;

}//End If
}//End If

} // End For
} // End While

End Algorithm

3.6. Operating Mechanism and Security Controls

We implemented applications of the previous algorithms with others that are needed
to manage the model at the levels of devices, their groups, and message circulation through
and between these groups. These applications must be installed on the participating devices.
Among them, one is to form groups and elect their owners. Another is the client/server
application where the server is supposed to be the owner of the group which sends its IP
address and its communication gateway number to clients who are members of that group
and to other group owners. Then, through these coordinates they exchange messages and
information. The third one of these applications is to program the Lopys as transmitter,
bridge and receiver.

The model is generally designed to be open for public use in harsh situations to allow
participation and rescue for everyone. Thus, the architecture is proposed with exposed and
unencrypted IP addresses such as http://192.168.4.1/test. In practice, this makes it non-secure
and therefore dangerous to put into service. To remedy this situation of a public Lopy network,
we have used a password for participants that is currently “Wi-Fi”. Likewise, we can change

http://192.168.4.1/test
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the public IP address of the page to a private one. To make the system more secure, we can
also add an identification page to identify each user. Thus, each user must have a login
and a password. For more security, we can further create a database via a registration form
to the network of Lopys to verify the connection of the participants. However, it must be
taken into account that the more important the security measures, the lower the chances are
of the general public participating in and benefitting from this model. Therefore, the lower
the chances are of rescuing people in harsh and catastrophic situations.

4. Experimental Study

Relying on the type of the available communication technology, we classified the ex-
perimental study we conducted into two categories. Category A uses device-to-device
radio communication technology only, such as Wi-Fi Direct, and Category B combines
this technology with others that are available via Pycom’s LoPy4, such as Radio Wi-Fi,
Lora and Bluetooth. In both cases, we used a combination of mobile phones, tablets and
laptops. In case A, we used mobiles and tablets, whereas in case B, we used laptops.
The characteristics of several of the devices we used in this experimental study are:

Mobiles: (i) Smartphone Samsung Galaxy S21: CPU Octa-core (1 × 2.9 GHz Cortex-X1
& 3 × 2.80 GHz Cortex-A78 & 4 × 2.2 GHz Cortex-A55)—International, OS Android 11,
One UI 3.1, 256 GB RAM, 512 GB storage. (ii) Smartphone Samsung Galaxy S6: Processor
Octa-core, 2100 MHz, ARM Cortex-A57 and ARM Cortex-A53, 64-bit—14 nm, RAM 3 GB
LPDDR4, OS Android 7.0 Nougat, 64 GB storage. (iii) Smartphone LG K40: OS Android
8.1 (Oreo), LG UX 7, CPU Octa-core 2.0 GHz Cortex-A53, 2 GB RAM, 32 GB storage.
Tablets: (i) Samsung Galaxy Tab A 10.1: Samsung Exynos 7904 CPU, 2 GB RAM, Operating
System Android 9 with One UI, 32 GB storage. (ii) Samsung Galaxy Tab A 8.0: Processor
Qualcomm Snapdragon 429 4× 2 GHz, Cortex-A53, 2 GB RAM, Operating System Android
9.0 Pie, 32 GB storage. (iii) Samsung Galaxy Tab 7.0 Plus: processor 1.5 GHz quad-core,
1.5 GB of RAM, Operating System Android, 8 GB storage.
Laptops: (i) Laptop 1 with the following characteristics: Intel® Core™ i7 processor, x64-
based processor, Windows 10 Pro 64-bit OS, 2.3 GHz CPU, and 16 GB of RAM. (ii) Laptop
2 with the following characteristics: Intel® Core™ i7 6820HP CPU, 2.7 GHz, x64-based
processor, 64-bit OS, and 16 GB of RAM. (iii) MacBook Pro with the following characteristics:
Intel Core i7 quad core 2.8 GHz, macOS High Sierra and 16 Go of integrated memory
LPDDR3 2 133 MHz.

Let us point out the data we used are generated live from the devices between which
they were exchanged. The exchanged messages contain the information of the devices and
the users.

4.1. Category A

This category includes two types of techniques to achieve and enhance speed and
communication in transmitting information:

(1) Finding the shortest path of maintained communication between two devices in the net-
work through which information can be transferred as messages from one device to
another. Ensuring the connectivity of the shortest path nodes are presented in the fol-
lowing three case studies [56]:

(i) The nodes are obviously connected.
(ii) Nodes must be moved.
(iii) Using and moving a drone with the capability of P2P wireless technology.

(2) Establishing a network by forming a chain of adjacent groups of interfering devices
within the available communication range. A device belonging to two groups can act
as a gateway between the owners of these groups. The message must be sent in an
intelligent way, taking into consideration the distance to the destination device and
the continuity of communication through nearby devices. In the following, we present
the application interface of forming groups and selecting their owner. An analysis
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of the data available from the device’s interface in Figure 6 shows that the information
about devices in its connection range is periodically communicated to it. In addition,
the GO is also changed when the score varies. Different parts are used to show
the most important components of the graphical interfaces of our system.
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4.2. Category B

This category integrates connection technology provided by Pycom’s LoPy4 with
existing Wi-Fi and device-to-device radio communication.

We designed and implemented a mobile application with a graphic interface (Figure 7)
to exchange information through our model of connectivity (Figure 5). In the experimental
study, we used a network like the one illustrated in Figure 5. We installed the LoPy bridge
in a given position. Then, we placed both the LoPy transmitter and the LoPy receiver in cars
that drove away from the LoPy bridge in opposite directions. We connected the devices
to the LoPy transmitter whenever we travelled 150 m away from the LoPy bridge in both
directions. The LoPy bridge received the device’s information from the LoPy transmitter
and transferred it to the LoPy receiver, which transmitted it to its nearby devices as shown
in Tables 3 and 4.
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Table 3. First experimentation study, information required from devices near the LoPy transmitter
sent via the LoPy bridge to the LoPy receiver with 192.168.4.1/test. This communication model can
be applied between transmitter–bridge as well as between bridge–receiver.

Full Name Group Danger IP

Eric Bouchard G1 5 192.168.4.2
DIRECT-H8SM-
G920W8 G1 1 192.168.4.3

Jad Tremblay G2 3 192.168.4.6
Jean Richard G2 4 192.168.4.2
Hugo Michel G3 7 192.168.4.2
Hanna Hugo G3 6 192.168.4.2
Luc Besson G3 6 192.168.4\xae2

Table 4. Second experimentation study (part 2), the same description of Table 3. This communication
model can be applied between objects (transmitter–bridge and bridge–receiver).

Full Name Group Danger IP

Ali Jabril G7 7 192.168.4.3
Mohamad Mickeal G4 2 192.168.4.3
Alain Legof N/A 4 Bluetooth
Sam G5 3 192.168.4.2
Alain April G3 7 192.168.4.3
DIRECT-ueSM-
G920W8 G1 1 192.168.4.5

Dihya Messaoudi N/A 4 Bluetooth
DIRECT-ueSM-
G920W8 G1 1 192.168.4.5

Because the team of volunteers could be scattered and distant in the experimental
study, we used the same device in different places with the names of different users.

Throughout this experimental study, our autonomous model is shown to be efficient
in providing communication and exchanging information over a range of more than two
kilometres. As long as this can be done using a LoPy bridge, this range can be extended
proportionally by using additional LoPy bridges.

The experimental study we conducted shows the efficiency of our communication
model, which has many advantages over existing models, even those using 5G technology
in terms of connection coverage. In fact, the 5G coverage does not exceed 500 m, while
it exceeds 1 km through one Pycom’s LoPy4. In fact, the 5G coverage range tests on
the millimeter wave band produced results in the order of 500 m around the pylon. This
requires an important installation of MIMO (multiple input, multiple output) antennas
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for a single deployment of 5G standalone [57]. Furthermore, our model creates a topology
to enhance inter-and intra-group communication. In addition, it selects the objects (devices)
with the greatest resources to increase the duration of the connectivity and the functionality
of the model. These objects are replaced dynamically by others if their resources decline.
Moreover, even if there is no standard wireless or Internet connection, this model can
continue to help people communicate using a combination of technologies such as Wi-Fi-
Direct, Bluetooth and that of Pycom’s LoPy4 from Lora.

5. Conclusions

Ubiquitous smart and pervasive devices are the core elements of the Internet of Things,
which is expanding, enhancing and integrating with distributed systems and mobile
collaborative computing. The essential factor on which these paradigms are built and
enhance their effectiveness is the communication technologies. Connectivity in networks
is being improved and modernized by introducing and enhancing more modern wireless
technologies as well as P2P connectivity. The main issue of various environments (harsh,
urban or rural environment) is to maintain connectivity between objects (users), through
both inter- and intra-group connectivity.

In this paper, we presented an autonomous collaborative pervasive architectural model
of communication between ubiquitous smart mobile devices, especially those at the ends
of networks. We designed four algorithms to increase the availability of communication
between objects, taking into account many constraints such as the distributed environment
and the mobility and the heterogeneity of these objects.

This model is based on the use of modern wireless communication technologies, in par-
ticular device-to-device radio communication. To overcome the short range of radio waves,
we integrated Pycom’s LoPy4 technology into this model as base stations and access points.
The contribution of this model is that it maintains the permanence of the connectivity
between its devices in various situations, especially harsh ones. In fact, the results of the ex-
perimental study proved the effectiveness of this model in maintaining connectivity using
LoPy4 technology across a range of several kilometres in the form of LoPy transmitter,
LoPy bridge and LoPy receiver. The proposed distributed collaborative and architectural
model mainly improves the performance and efficiency in terms of overcoming difficulties
of connectivity and management of pervasive networks, which are automatically and
dynamically established in peripheral areas, especially in harsh environments.

For future work, we intend to include other emerging modern technologies of radio
communication that could be compatible with LoPy4 so they can be integrated into this
model for more effectiveness.
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