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Abstract: A simple model is presented to describe how the radio frequency electromagnetic field
modifies the plasma density the antenna faces in tokamaks. Aside from “off-the-shelf” equations
standardly used to describe wave-plasma interaction relying on the quasilinear approach, it invokes
the ponderomotive force in presence of the confining static magnetic field. The focus is on dynamics
perpendicular to the Bo magnetic field. Stronger fields result in density being pushed further away
from the launcher and in stronger density asymmetry along the antenna.

Keywords: radio frequency waves; wave-induced density modification; ponderomotive force

1. Introduction

Last year’s Deuterium-Tritium campaign in the Joint European Torus (JET) tokamak
based at Culham, UK, convincingly showed that it is possible to sustain high performance
discharges and produce abundant fusion power in metal wall magnetic confinement ma-
chines [1–5]. Bringing tokamak plasmas to fusion-relevant temperatures requires auxiliary
heating. This is done by exploiting electromagnetic waves that are efficiently damped
inside the main plasma or by relying on neutral beam injection (see, e.g., the overview
papers and the references therein by Noterdaeme et al. [6] for the former and by Koch [7] for
the latter). When relying on waves to heat the plasma, some of the wave energy can remain
in the edge, either being damped close to the antenna or being carried away from the
launcher by waves and damped further afield. In the case of ICRH (ion cyclotron resonance
heating) or RF (radio frequency) heating, the fast wave—standardly used to carry power
from the launcher to the plasma core—is evanescent in the low-density edge and, hence,
its exponentially decaying amplitude needs to be high close to the launcher to enable it to
tunnel through the near-vacuum region up to the lowest (cut-off) density where it becomes
propagative. Since wave damping phenomena scale with the (square of the) wave field,
such larger field amplitudes amplify the risk of power remaining in the edge. Additionally,
the slow wave can appear. Although typically evanescent in high-density plasmas, it can
be propagative in the low-density plasma edge; in that case, its damping occurs close to
the lower hybrid resonance. Some recent antenna design work highlighting the slow wave
aspects was done by Messiaen and Maquet (see [8,9]). The wave–plasma interaction in the
edge causes undesired effects, the acceleration of charged particles which bombard the wall
and give rise to sputtering being the most problematic one since plasma purity is of utmost
importance in high-performance plasmas while sputtered high-Z (high atomic number)
impurities from plasma facing components tend to radiate a significant fraction of the
power away, cooling the plasma. Controlled radiation is often done to protect the divertor
and has given rise to a rich research field of “seeding” (see, e.g., report by Giroud et al. [10]
in the recent DTE2 (Second Deuterium–Tritium Experimental) campaign), but uncontrolled
radiation by high-Z impurities needs to be kept as modest as possible. Many authors
have looked into the impact of RF waves on the edge plasma (see, e.g., the recent and past
investigations of Colas et al. [11–13] and Bobkov et al. [14–16]). The currently reigning

Physics 2023, 5, 116–130. https://doi.org/10.3390/physics5010009 https://www.mdpi.com/journal/physics

https://doi.org/10.3390/physics5010009
https://doi.org/10.3390/physics5010009
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/physics
https://www.mdpi.com
https://orcid.org/0000-0002-4284-3992
https://doi.org/10.3390/physics5010009
https://www.mdpi.com/journal/physics
https://www.mdpi.com/article/10.3390/physics5010009?type=check_update&version=2


Physics 2023, 5 117

theory to explain the undesired effect of RF waves is that the parallel electric field compo-
nent of the RF electric field can accelerate particles along the field lines of the confining
static magnetic field which intersect metallic components, increasing these particles’ energy
significantly, yielding RF-enhanced sputtering. The present short paper—and a companion
full size paper by Tournay [17], in which more details are provided on the subtleties of the
solutions of the various equations—aims to contribute to a subaspect of the plasma–wave
interaction physics: it is experimentally observed that switching on RF antennas alters the
density the wave faces, pushing the plasma away and hereby reducing the wave–plasma
coupling. Avoiding the computational effort a proper description requires, a lot of past
antenna design activity assumed the presence of the plasma at the very launcher can be
neglected altogether (see, e.g., [18]) or can be mocked up by a suitable dielectric (see,
e.g., [19]). More recently, aspects of the plasma are being accounted for more realistically
(see, e.g., [20]). When designing antennas, one standardly still assumes the density the
launcher faces is prescribed, and, furthermore, one typically considers the density to be
uniform poloidally so that a one-dimensional (1D) description of the dielectric medium is
sufficient. Using a simple model based on “off-the-shelf” tools (possibly to the exception of
the less familiar expression of the ponderomotive force in presence of a strong confining
magnetic field, an elegant derivation of which can, e.g., be found in Ref. [21]), the present
paper tries to shed light in a qualitative way on how the edge density is affected by the
presence of RF waves. The focus is on dynamics perpendicular to the Bo magnetic field.
Aligned with experimental findings, it shows that the influence globally is indeed that of a
repulsion of the plasma. It is also found that—due to the presence of the confining static
magnetic field—the presence of the RF field creates a poloidal density asymmetry along
the antenna strap.

2. Adopted Set of Equations

Figure 1 shows the flow diagram of the logic adopted in this paper. RF waves are
launched into the plasma at a given (driver) frequency. Since the contribution of the RF
fields to the total Lorentz force is typically small compared to that of the confining magnetic
field, the interaction between the charged particles and the waves is commonly described
using the quasilinear approach: a set of linear equations describes the dynamics of the
perturbed quantities themselves and the net effect of these perturbations after averaging
over a driver period yields finite second-order net corrections that add small but non-
negligible corrections to the zero-order slow time scale dynamics. The fast RF fields are
governed by Maxwell’s equations,

∇×∇× ~E1 = k2
oK·~E1= k2

o

(
1 + ∑

α

Kα

)
·~E1 , (1)

where ~E1 is the electric field, K is the dielectric tensor, Kα is the contribution to the tensor
by a specie α, and 1 is the unity matrix. Since the edge temperature is very low, the cold
plasma dielectric tensor is suitable:

K⊥1,⊥2,// =

 S −iD 0
+iD S 0

0 0 P

 . (2)

Here, ko = ω/c is the vacuum wave number with ω = 2π f , where f is the (antenna)
driver frequency and c is the speed of light, while S, D, and P are the Stix coefficients [22],

S =
R + L

2
,

D =
R− L

2
,
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R = 1−∑
α

ω2
p,α

ω(ω̃ + Ωα)
, (3)

L = 1−∑
α

ω2
p,α

ω(ω̃−Ωα)
,

P = 1−∑
α

ω2
p,α

ωω̃
,

where ω̃ = ω + iνα with να the collision frequency of the species α being treated. The cold
plasma dielectric tensor (2) was obtained solving the perturbed equation of motion for each
of the species α, providing an explicit expression for the perturbed velocity,

~v1,α = −iω
qα

mα

Kα · ~E
ω2

p,α
. (4)

Figure 1. Scheme for modelling wave–plasma interaction. Note that at the outset when the radio
frequency (RF) power, PRF = 0, charge neutrality is assumed, so that not only the ponderomotive but
also the electrostatic potential is assumed to be zero.

The tensor is expressed in terms of a coordinate frame based on the static magnetic
field orientation: ~e// = ~Bo/Bo, ~e⊥,1 is perpendicular to the local magnetic surface (ρ =
const with ρ characterising magnetic surfaces) and ~e⊥,2 lies in the magnetic surface but
is perpendicular to the static magnetic field. The plasma and cyclotron frequencies are
defined by ωp,α =

[
(Nαq2

α)/(εomα)
]1/2 and Ωα = (qαBo)/mα, in which Bo is the static

magnetic field strength, εo is the vacuum permittivity, qα the charge and mα the mass. Nα

is the density of species α. The geometry is kept extremely simple. Curvature effects are
neglected altogether but some of the geometry details need to be retained. We identify the
toroidal direction with~ez. The coordinates x and y are then representing the radial direction
(so inside the plasma x = const defines a magnetic surface ρ = const), while y parametrises
the poloidal direction. To account for poloidal field effects and for the fact that the magnetic
surfaces nor the antenna are necessarily aligned with the main direction of variation, two
angles are introduced. The first angle is the angle between the total magnetic field and
the toroidal direction. The second angle is the angle between the equatorial plane of the
tokamak and the magnetic surface. The dielectric tensor appearing in the wave equation
then is related to the one given above by the double rotation,
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Kx,y,z = R
−1
2 ·R

−1
1 ·K⊥1,⊥2,//·R1·R2 , (5)

where  E⊥,1
E⊥,2
E//

 =

 1 0 0
0 cos Θ − sin Θ
0 sin Θ cos Θ

·
 Eρ

Eθ

Eϕ

 = R1·

 Eρ

Eθ

Eϕ

 , (6)

 Eρ

Eθ

Eϕ

 =

 cos θ sin θ 0
− sin θ cos θ 0

0 0 1

·
 ER

EZ
Eϕ

 = R2·

 ER
EZ
Eϕ

 , (7)

with θ the poloidal angle and ϕ the toroidal angle; (R, Z, ϕ) is a set of cylindrical coordinates
with R a major radius coordinate (R = 0 being the symmetry axis of the tokamak), and Z
the position above or below the equatorial plane (defined by Z = 0). For what concerns the
topic addressed in the present paper, these rotations mainly affect the slow wave behaviour.
The former, e.g., allows the slow wave to be directly excited at the antenna even if the wave
launcher is purely poloidal (i.e., intended to excite the fast wave). A sketch of the geometry
is depicted in Figure 2.

Figure 2. Sketch of the considered geometry. In the slab geometry adopted for the computations,
~ex = ~eρ and~ey = ~eθ . The poloidal middle of the antenna is identified with y = 0. See text for details.

Ideally, no wave energy is staying behind in the edge. To enable modelling of the RF
electric field close to the antenna without having to account for the main plasma, one often
introduces an artificial damping at all extremities of the integration domain except those
close to the launcher to mimic the damping in a well absorbing target plasma. Glancing
at how collisionless damping in a hot plasma is accounted for (in its simplest form and
for Maxwellian plasmas, the cold plasma resonance is then replaced by the Fried–Conte
function which smooths the resonance as far as wave propagation is concerned while
introducing a finite imaginary part—mimicking the shape of the distribution function—
that describes the damping) and looking at the decoupled fast and slow wave dispersion
equation roots, it is suggested that one can add extra damping in the cold plasma equations
by merely adding a small but finite imaginary part to the S factor of Stix—which allows to
boost the fast wave damping—while doing the same on the P factor—which manages the
same artificial damping for the slow wave. These corrective modifications are only added
close to the left and top+bottom edges (a Gaussian shape was used); when purely outgoing
waves are described, the strength and width are adjusted to ensure the wave is fully damped
before reaching the actual edge of the integration domain while also leaving the near-field
region untouched. The mean effect of the RF field gives rise to a finite ponderomotive
potential. In absence of the magnetic field this potential is simply related to the gradient of
the amplitude squared of the electric field [23] but in presence of a dominant static magnetic
field its expression is somewhat more involved. The ponderomotive acceleration for each
of the charged species is then of the form~apond = −∇ΘP, where [21]
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ΘP =
1
4

1
(ω2 −Ω2)

|~ε|2 − ∣∣∣∣∣~ε·~Ωω
∣∣∣∣∣
2

+
i
ω
~Ω·~ε∗ ×~ε

 (8)

where ~Ω = q~Bo/m and ~ε = q~E1/m. In the RF domain, the electron cyclotron frequency
is much larger than the driver frequency so that the dominant electric field component
for the electrons is E//. For the ions, on the other hand, the driver frequency and the
cyclotron frequency are of the same order so that it is the perpendicular components that
matter mostly. Note also that the ion ponderomotive potential can be further boosted when
the driver frequency is close to the cyclotron frequency of the ion species. For obvious
reasons, one avoids cyclotron layers (and thus cyclotron damping) to be present in the
edge, however.

An electrostatic potential, Φ, arising from slow time scale violation of charge neutrality
is prescribed by the Poisson’s equation,

∆Φ =
e
ε o

(
Ne,o −∑

i
Zi Ni,o

)
, (9)

where Ne,o and Ni,o are the zero-order electron and ion densities.
While the fast time scale motion is known analytically and gives rise to the cold plasma

dielectric tensor, the slow time scale equation of motion needs to be evaluated for each
of the species individually. Aside from the dominant Larmor gyration term and the term
arising from the pressure it contains the slow time scale effects of the presence of the RF
fields (the ponderomotive potential ΘP) and of the charge separation indirectly resulting
from the presence of the RF fields (the electrostatic potential Φ) [21]:

d~vo

dt
= −v2

t
∇No

No
− q∇Φ

m
−∇ΘP +~vo × ~Ω. (10)

Here, the vector ~Ω is along the magnetic field and its magnitude is the cyclotron
frequency, and vt = (kT/m)1/2 is the thermal velocity. It was implicitly assumed that
the temperature T = Te = Ti is constant so that it can be moved out of the gradient; k is
the Boltzman constant. The electrostatic field corresponding to the potential arising from
charge neutrality breaking is ~Eo = −∇Φ. Note that this is a non-linear equation since
d~vo/dt = ∂/∂t +~vo·∇~vo. Assuming a quasi-steady state exists (∂/∂t = ν, where ν is the
collision frequency for the species treated), the above equation reduces to

−~vo·∇~vo +~vo × ~Ω−ν~vo = v2
t
∇No

No
+

q∇Φ
m

+∇ΘP = ~R. (11)

The collision frequency was added to account for collisional damping of the motion
and to be fully consistent with the adopted dielectric tensor. In the context of the present
study the sole role of this relatively small collisional contribution is to bend resonances
into quasi-resonances allowing to avoid the need for analytical matching across resonances
by adopting a sufficiently refined grid but without affecting the power balance. When
omitting the non-linear term, the equation of motion can actually be solved analytically:

vox =
−
(
νRx + ΩRy

)
Ω2 + ν2 , voy =

−νRy + ΩRx

Ω2+ν2 . (12)

In absence of the perturbations caused by the RF field, the density in front of the
antenna is dominantly depending on the radial coordinate (x in the rotated local Cartesian
grid) so the dominant velocity is a uniform drift along the antenna strap. The corresponding
velocity shear being in the radial direction makes that∇·~vo ≈ 0 and~vo·∇~vo ≈~0. Non-linear
corrections can arise when RF corrections are added but, the RF field being a perturbation,
they can usually be neglected. Knowing the velocities, one can solve the fast and slow time
scale densities for each of the species leaning on the continuity equation. Following the
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same (quasilinear) logic as before and writing the continuity equation into a zero-order, a
first-order and second-order contribution, the fast time scale (first-order) density is

−iωN1 +∇·(No~v1 + N1~vo) = 0. (13)

Assuming a steady state can be reached the zero-order density satisfies

∇ · D · ∇No +∇ · (No~vo) +
1
2

Re
[
∇ · (N∗1~v1)

]
= 0 , (14)

to which a diffusion matrix allowing both for radial and (depending on the rotation angle
of the ~Bo field) poloidal or partially-parallel diffusion was added since mobility along and
across magnetic surfaces is a key player to set up the density profile. This is a mock-up to
qualitatively attempt to describe the much bigger excursions particles make due to their
temperature than what fluid velocities indicate: a 10 eV D ion already has a thermal speed
of 22 km/s. Note that the last term in the above is a quasilinear correction due to the
net finite effect of the presence of the RF field. The latter equation closes the loop: the
electromagnetic and electrostatic response to the new densities can be used to define an
update of the fields and potentials.

3. Boundary Conditions

The adopted geometry is as follows: the antenna is assumed to be situated on the right
and the main plasma on the left extremes of the integration interval. As the y-direction is
representing the (unfolded) poloidal direction, two logical options are: (i) to assume the
full poloidal circumference is being modeled so that the top and bottom values values are
identical (in as far as enough degrees of freedom are available), and (ii) to assume the field
lines hit a metallic object. The former of these choices models the case of actual magnetic
surfaces, while the latter are more relevant for field lines intersecting a septum and are
more relevant when describing sheath effects, a topic left for later work.

The adopted boundary conditions for the various equations are:

• For the rapidly varying electric field (Maxwell’s equations for waves in cold plasma):

– 4th-order equation, so four boundary conditions in each direction,
– Ey imposed and Ez = 0 at antenna side,
– purely outgoing wave or metallic boundary conditions at the plasma edge (but—if

desired—artificial damping imposed to ensure waves are damped before actually
reaching the edge),

– Ey and Ez and their poloidal derivatives identical at top and bottom.

• For the electrostatic potential (Poisson’s equation modelling the effect of charge neu-
trality breaking):

– 2nd-order equation, so one boundary condition at each edge,
– at the plasma side, force the potential to be zero: no RF perturbations far away

from the antenna,
– at the antenna side and since the antenna is a metallic object, either impose a

zero normal derivative (electric field perpendicular to metallic object) or impose
a potential (imposed by the loading of the metallic wall when field lines not fully
parallel to it),

– on the poloidal side impose the potential and its normal derivative to be identical
on top and bottom.

• For the slowly varying density (No continuity equation):

– 2nd-order equation, so one boundary condition at each side,
– impose No to be identical to the imposed one at the plasma side: no perturbation

far away from the wave launcher,
– impose negligible density at the antenna side (except for small corrections, expo-

nential decay beyond the last closed flux surface),
– impose same No and normal derivative at top and bottom (poloidal) side.
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• For the fast-varying density (N1 continuity equation):

– 1st-order equation, so one boundary condition only on one side in each direction,
– no perturbation at plasma side well away from antenna,
– same density top/bottom.

• For the slowly varying velocity for each of the species (equation of motion):

– check if the non-linear term is significant; if not, simply omit it and solve this
equation analytically,

– if the term is required: transform the non-linear equation into a series of linear
“adiabatic switch-on” artificial time steps with the non-linear solution as the
asymptotic solution of the linearized problem,

– 1st-order vector equation, so one boundary for each unknown only on one side,
– ~vo =~0 at plasma side: no RF-induced perturbation far away from the RF launcher,
– same velocity top and bottom.

4. General Purpose Solver
Equation and Boundary Conditions

As we have at most second-order derivatives we build a generic partial differential
equation solver for equations of the general type:

Axx·
∂2

∂x2
~Y + Axy·

∂2

∂x∂y
~Y + Ayy·

∂2

∂y2
~Y + A0x·

∂

∂x
~Y + A0y·

∂

∂y
~Y + A00·~Y =~0 (15)

with a set of boundary conditions of the general type,
NF

∑
j=1

Bx,α,i,j
∂

∂x
Yj + By,α,i,j

∂

∂y
Yj + B0,α,i,jYj = Si , (16)

at each of the four walls designated via the α. All equations are solved using the same solver
by merely properly defining the relevant coefficients and reading them into the solver. The
A matrices have dimensions (Neq, NF), where Neq is the number of equations and NF is the
number of unknowns to be determined. The index j scans over all unknowns while the
index i scans over all boundary conditions for a given side α. The above boundary conditions
allow to impose local boundary conditions. For the purposes of the present study, this is
not sufficient: to be able to impose variables and their derivatives to be identical at opposite
sides of the integration interval we need to extend the generic boundary condition to

4

∑
α=1

NF

∑
j=1

Bx,α,i,j
∂

∂x
Yj + By,α,i,j

∂

∂y
Yj + B0,α,i,jYj = Si , (17)

where the sum is on the alphas on opposite sides of the integration interval (points with one
common coordinate and first and last point in the remaining coordinate). The boundary
conditions are imposed using Lagrange multipliers, which allows to impose the reigning
equation at all points, including those at which the boundary conditions are imposed.
Additionally, several boundary conditions can in principle be imposed at corner points.
The resulting system of linear equations is solved by standard sparse matrix inversion
techniques adopting the MUMPS solver [24].

5. Examples

The present section illustrates the type of solutions the various equations provide and
culminates in putting the various pieces of the puzzle together, solving the series of equa-
tions in a closed loop. The parameters are loosely inspired on those of the JET tokamak. A
major radius of Ro = 2.96 m and a minor radius of ap = 0.95 m was assumed. A deuterium
plasma is considered. The RF frequency is 51 MHz which allows for central hydrogen
and deuterium heating when considering the static magnetic field to be Bo = 3.45 T at the
magnetic axis. It was assumed that the magnetic field is tilted by Θ = 0.2 rad with regards
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to the toroidal direction. The antenna is assumed to be symmetrical with respect to the
equatorial plane so that θ = 0. In the wave equation the collision frequency allows to turn
resonances into quasi-resonances at which resonant absorption occurs but its actual value
is immaterial as long as it is sufficiently small. Dipole phasing of JET’s A2 antenna has a
dominant k// of about 6/m. When evaluating the ponderomotive potential, it will—unless
otherwise specified—be assumed that 5 MW of power is launched. The antenna’s poloidal
length is 50 cm, positioned symmetrically with regards to the equatorial plane y = 0. A
15 cm radial plasma slice is considered, starting at the last closed flux surface. In the
poloidal direction, the integration domain has been limited to just 1.4 m up and below the
equatorial plane to reduce the number of grid points required but the top end is imposed
to be identical to the bottom end to simulate the poloidal periodicity.

5.1. Solution of the Wave Equation

Figure 3 depicts an example of the electric field for three different densities at the last
closed flux surface and assuming an exponential decay length of 3 cm in the scrape-off layer
while imposing a unity poloidal electric field (Ey = 1 V/m) at the antenna location. A decay
in the shape of an arctangent with a characteristic length of 3 cm was imposed at either
antenna end to simulate the gradual electric field drop beyond the end of the launcher strap.
Since the magnetic field lines are tilted, the fast wave antenna parasitically partly excites
the slow wave. The exponentially evanescent fast wave poloidal field component (Eθ = Ey)
is well seen in the top middle plot. Slow wave structure is well observed on the real part
of the x (radial) component of the field: the slow wave is directly exited at the antenna
due to the finite angle between the parallel and the toroidal direction but since the wave is
evanescent it only appears close to the launcher for the highest imposed density. It invades
gradually more of the plasma when the edge density is decreased (middle and bottom
rows plots). Since a unity ”antenna” Ey field amplitude was imposed, these examples do
not correspond to the same power launched. Moreover the imaginary part’s contribution
to the field amplitude (locally contributing differently for fast and slow waves) has not
been depicted. This gives the deceiving impression that the fast wave penetrates better
at lower than at higher densities, which is not the case. The wave equation being linear,
the amplitude is adapted when imposing a prescribed launched power (as is well seen in
Figure 9 below).

In Figure 3, the electric field is artificially damped by adding a finite imaginary
part to S and P when approaching the poloidal edge. To better illustrate this case, the
poloidal field component in absence of the artificial poloidal edge damping is also shown
(Figure 4, left) for the lowest edge density, 1018/m3. The wave structure close to the
right edge is now dominated by the slow wave structure all along the edge. The latter
example illustrates that isolating the antenna region from the rest of the machine—as is
frequently done when designing antenna’s, implicitly assuming waves never return to
the launcher—is not necessarily providing a physically meaningful result: the impact of
constructive/destructive interference in the region, where waves are admitted but are not
fully or are only weakly damped, is artificially suppressed by such a procedure. Whether
the slow wave plays an active role or not depends on the efficiency with which it is excited,
either directly at the antenna—as is the case in the latter example—or at its confluence near
the ion–ion hybrid layer with the fast wave. To capture the mode a sufficiently fine grid
needs to be adopted: a grid coarser than the slow wave characteristic length artificially
screens the wave and gives the wrong impression it does not play a role. However, in many
cases the distance between the ion–ion hybrid layer (where the slow wave is excited by the
fast wave) and the lower hybrid layer (where it is absorbed) is small and the slow wave does
not take front stage. Additionally, towards the main plasma—where significant damping
is present when properly tuning the frequency to the magnetic field—assuming purely
outgoing waves from the antenna region is a poor representation if single pass absorption
is not guaranteed so that waves need to wash over the main plasma multiple times before
being fully absorbed. Figure 4, right, depicts the poloidal electric field component when the
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toroidal and parallel directions coincide. The shorter wave structure has now disappeared.
Recall that we imposed the poloidal and toroidal electric field, as well as their poloidal
derivatives to be identical at the top and bottom of the integration interval.

Figure 3. Real parts of the electric field components, Ex (radial; left), Ey (poloidal; middle column),
and Ez (toroidal; right) for a density of 1019/m3 (top), 5× 1018/m3 (middle row), and 1018/m3

(bottom) at the last closed flux surface with a magnetic field tilt of Θ = 0.2 rad. Ey = 1 V/m was
imposed as “antenna” at the antenna location.

Figure 4. Poloidal component in absence of poloidal edge damping (left) and in absence of the
antenna tilt (right); Ey = 1 V/m at the antenna location.

When the electric field pattern consistent with a prescribed excitation on the antenna
has been obtained, the ponderomotive potential, ΘP, can be evaluated. First, the total
flux Poynting emanating from the antenna is evaluated. Next, the electric field magnitude
is rescaled to an assumed launched power. The acceleration corresponding to the pon-
deromotive potential involves the gradient of the potential. The acceleration is not in the
direction of the gradient—as is the case in absence of the confining magnetic field Bo—but
is perpendicular to it. Provided a steady state is reached and assuming the non-linear
term is not of significance, the resulting velocity when solving the equation of motion is
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perpendicular both to the field and to the force. An example is shown in Figure 5. Note
that the image is consistent with the notion of “convective cells” brought about by the
RF field: first look at the bottom plots representative for the ions and the fast wave. At
either end of the antenna strap, the radial velocity is significant, as shown in Figure 5, left.
At the bottom, the velocity points towards the antenna while, at the top, it points away
from it. Figure 5, right, shows upward (poloidal) movement along the antenna blade and
downward motion well away from the launcher. The total motion is that of a convective
cell, pulling particles towards the antenna at the bottom of the strap, forcing them to stream
upwards along the antenna, pushing them away at the top of the strap and closing the “cell”
away from the antenna. This image is somewhat deceptive, though. The velocities in the
radial and poloidal directions are not similar in magnitude, so that the dominant effect is
the creation of an up–down asymmetry. Looking at the top plots one sees a similar picture
but since the electrons are more vulnerable to effects caused by the parallel electric field,
they form convective cells imposed by the slow wave rather than by the fast wave structure.
As a consequence the cells are smaller in magnitude. This kind of streaming was already
illustrated in Ref. [25], see Figures 3–5 there. In this earlier study, the description was not
fully self-consistent, however. The aim of the present paper is to remove that drawback.
The idea of convective cells indirectly driven by RF electric fields goes back to even older
notions, however; see, e.g., [26]. In the latter, the inward and outward flux was already
attributed to the simultaneous presence of a strong confining magnetic field and a DC
(direct current) electric field arising from the presence of RF fields. What is added now is
the notion that this happens under the influence of ponderomotive effects, and that the
inward and outward push is mainly at the antenna tips if fast wave physics is important
while it can occur close or far away from the antenna if the slow wave imposes the motion.

Figure 5. Electron (top) and deuteron (bottom) zero-order velocities corresponding to the electric
field in the bottom of Figure 3.

5.2. Poisson’s Equation

Charge neutrality breaking gives rise to a nonzero electrostatic potential being created.
It is commonly assumed that electrons are mobile because of their small mass and can
compensate imbalances quickly. In the presence of a strong confining magnetic field, rapid
balancing perpendicular to magnetic field lines is strongly hindered, however, while flow
along the field lines is not. If the magnetic field lines intersect metallic objects, the wall
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material tends to load up negatively in view of the high mobility of the electrons. In this
Subsection, an artificial Gaussian charge separation with a characteristic width of 3 cm is
imposed at the antenna while neutrality is achieved elsewhere. Prior to actually closing the
loop and solving all equations in a cycle, this is done to acquire a feeling of the magnitude
of voltages required to compensate mild charge separation breaking. Violating the charge
neutrality by density differences as tiny as 1014/m3 (i.e., 5–6 orders of magnitude smaller
than the densities in the main plasma) in the considered 15 cm narrow interval between
the last closed flux surface and the antenna requires potentials to have values in the 10kV
range: neglecting the poloidal (y) dependence so just retaining the radial (x) variation
when estimating the ballpark magnitude of the potential and assuming the potential, as
well as its derivative, are zero at the plasma side (x = xref = 0.95 m), while the charge
neutrality breaking is the same throughout the domain, the solution of d2Φ/dx2 = C is
Φ = C(x− xref)

2/2, where C = e/εo · 1014/m3, so that Φ would reach about 20 kV. Smaller
regions, where charge neutrality is broken, reduce these high voltages: under the same
boundary condition, d2Φ/dx2 = 0 (charge neutrality in the whole domain), yields Φ = 0,
while dropping down the region of charge neutrality breaking to 1 cm would yield Φ = 90
V. Solutions of the Poisson’s equation with the Gaussian source are depicted in Figure 6.
Closer to the antenna, where the charge neutrality is broken, the slope of the potential is
imposed by the Gaussian and the requirement to satisfy the boundary condition at the
antenna side. Higher slopes allow more modest voltages and shallower slopes require
higher ones. In Figure 6, left, it is assumed that the potential at the antenna is zero, while
in Figure 6, middle, it is assumed the antenna charges up to a static potential of −35 V;
in Figure 6, right, it is assumed that the normal derivative vanishes at the antenna. The
antenna being a metallic object, this condition seems the more logical one to be used. It
requires voltages to raise to about 1.8 kV. In the other two examples of Figure 6, the voltages
remain quite modest but the gradients are much steeper, so the corresponding electric field
is significant as well. The obtained results show that even modest enough charge neutrality
breaking gives rise to significant restoring electrostatic fields.

Figure 6. Electrostatic potential consistent with a local charge neutrality imbalance near the antenna
of 1014/m3: Φantenna = 0 (left), Φantenna = −35 V (middle), and ∂Φantenna/∂x = 0 (right). See text
for details.

5.3. Perturbed Density

The perturbed density is computed solving the continuity equation for the perturbed
quantities. It represents a relatively small correction to the main plasma density but it is
not necessarily negligible in the region close enough to the antenna, where other effects
than those reigning the confined plasma determine the density response. Figure 7 provides
an example showing the electron density perturbation is smaller than that of ions. From
Equations (1)–(4), one can see that the perturbed electron motion is present dominantly
in the parallel direction, while that of ions present mainly in the perpendicular direction.
Since the product of the density and velocity (see Equation (14)) will constitute the “source”
term for the zero-order density, it is expected the RF induced electron corrections to the
zero-order density in the radial direction will be less pronounced.
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Figure 7. Perturbed density of the electrons, e (top), and deuterons, D (bottom), corresponding to
the electric field shown in the bottom of Figure 3.

5.4. Zero-Order Density Correction

Aside from the zero-order velocities, which have been evaluated solving the equation
of motion, and the quasilinear correction term, which appears in the right-hand side of
the zero-order continuity equation used to find the zero-order density, knowledge of the
diffusion strength parallel and perpendicular to magnetic surfaces is required. Aligned
with values consistent with neoclassical theory, the diffusion across field lines is assumed
to be Dxx = 1 m2/s. Since the mobility along the magnetic field lines is much higher than
that across them, the parallel diffusion will accordingly be assumed to be much higher.
Figure 8 depicts the zero-order density for three parallel diffusion strengths: one at very
low (Dyy = 1 m2/s; Figure 8, left), one at low (Dyy = 10 m2/s; Figure 8, middle), and one at
moderately high (Dyy = 1000 m2/s; Figure 8, right) levels. As expected, the impact of the
diffusion is to smear out the particles. The higher the parallel diffusion, the more uniform
the density becomes in the parallel direction.

One can also conclude that the single-most important equation in the set of Equations (1),
(4), and (8)–(14) solved iteratively, as depicted in Figure 1, is the Poisson’s Equation (9)
modelling the breaking of the charge neutrality. Ensuring an as accurate as possible model
for the density corrections in the right-hand side of that equation is key since very modest
deviations from charge neutrality already give rise to significant overall changes.

Upon several iterations, one finds that the non-linear term in the equation of motion is
negligible. Hence, adopting the analytical expression of the velocity rather than actually
solving the partial differential equation of motion is permissible and allows us speeding up
the numerical procedure.

Figure 9 represents the main result of the present paper and depicts the zero-order
density for different RF powers launched when solving the set of equations and looping
to account for adjustments of electric field patterns caused by changes in the densities, as
well as to account for modifications of the densities resulting from the computed electric
fields: three different power levels have been adopted, namely PRF = 1 MW (Figure 9,
left), PRF = 3 MW (Figure 9, middle), and PRF = 5 MW (Figure 9, right). The impact of
the presence of the RF field is that the density is strongly reduced in front of the antenna
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but—because of the strong diffusion along the magnetic field lines and because of the
asymmetry imposed by the ponderomotive effects—also poloidally away from it. The part
of the densities where it is linear and attaches to the imposed density at the last closed flux
surface (1018/m3) is not shown but the density in absence of the RF waves is equally drawn
(dotted grey line) to provide an idea of the magnitude of the density change.

Figure 8. RF corrected zero-order density for very low (1 m2/s; left), low (10 m2/s; middle), and
moderately high (1000 m2/s; right) parallel diffusion for parameters corresponding to the electric
field shown in the bottom plots of Figure 3.

Figure 9. Zero-order density at five poloidal positions (bottom, 1/4 up, middle, 3/4 up, and top) for
PRF = 0 (left), PRF = 3 MW (middle), and PRF = 5 MW (right). The grey dotted line is the density
variation in absence of RF power according to the simplified model adopted.

An important side remark needs to be made at this point. Although the effect of the
presence of the RF field on the density confirms experimental findings, a key aspect of
the physics has been side-stepped: close to metallic objects and because of the essentially
different mobility of ions and electrons for similar temperatures, sheaths tend to form.
These correspond to fierce charge neutrality breaking on the scale of the Debye length, a
scale much shorter than the grid spacing adopted in the present paper. For that reason,
the results obtained here most certainly need to be scrutinised further to better account
for the impact of sheaths. Parallel expulsion along the field lines was not even discussed,
although it is of importance, as the simple model invoking diffusion to crudely repre-
sent the different parallel and perpendicular mobility already testifies in an ad hoc way
when admitting a field line tilt. A more rigorous treatment of the fluid theory of pondero-
motive forces in presence of a strong magnetic field than Klima’s was later provided by
Lee and Parks [27]. Ref. [27] underlines that Klima [21] adopts two-fluid cold plasma
expressions to compute the time averaged forces. Ref. [27] states that the model exploited
in the present paper when compared to the more complete findings of Ref. [27] is approxi-
mately the same up to first derivatives but that potentially important (e.g., density) gradient
terms are omitted because of the approximation made. Additionally, other authors con-
tributed to further progress (see, e.g., [28,29]). Much more recently, extra efforts—exploiting
sophisticated antenna modelling—have been made, e.g., in Refs. [30–34]. The provided
examples equally illustrate that the results found sensitively depend on the parameters
(e.g., the value of the diffusion coefficients) chosen. A too simple model—ignoring the
details of the ionisation and recombination occurring in the edge, as well as the details of
the actual plasma–wall interaction (e.g. due to sputtering) —is unlikely to provide more
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than a qualitative picture of the reigning dynamics. Hence, the present study can—at
best—only be considered as a step along the way towards a more rigorous understanding.

6. Conclusions

A simple set of equations was adopted to study the impact of the RF waves on the
density in the plasma edge. It is found that the density in front of a radio frequency antenna
is affected by the presence of the launched electromagnetic waves: the plasma is pushed
away from the antenna and a density asymmetry along the strap is created. Both effects are
gradually more pronounced when the launched power is bigger.
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