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Abstract: Cloud-native services face unique cybersecurity challenges due to their distributed infras-
tructure. They are susceptible to various threats like malware, DDoS attacks, and Man-in-the-Middle
(MITM) attacks. Additionally, these services often process sensitive data that must be protected
from unauthorized access. On top of that, the dynamic and scalable nature of cloud-native services
makes it difficult to maintain consistent security, as deploying new instances and infrastructure
introduces new vulnerabilities. To address these challenges, efficient security solutions are needed to
mitigate potential threats while aligning with the characteristics of cloud-native services. Despite
the abundance of works focusing on security aspects in the cloud, there has been a notable lack of
research that is focused on the security of cloud-native services. To address this gap, this work is
the first survey that is dedicated to exploring security in cloud-native services. This work aims to
provide a comprehensive investigation of the aspects, features, and solutions that are associated with
security in cloud-native services. It serves as a uniquely structured mapping study that maps the
key aspects to the corresponding features, and these features to numerous contemporary solutions.
Furthermore, it includes the identification of various candidate open-source technologies that are
capable of supporting the realization of each explored solution. Finally, it showcases how these
solutions can work together in order to establish each corresponding feature. The insights and
findings of this work can be used by cybersecurity professionals, such as developers and researchers,
to enhance the security of cloud-native services.
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1. Introduction

Cloud-native services [1] refer to a paradigm shift in the design, development, deploy-
ment, and management of software applications within the cloud computing paradigm.
This approach leverages the inherent capabilities of cloud infrastructure to optimize the per-
formance, availability, scalability, and efficiency of applications. At its core, cloud-native ser-
vices encompass a set of principles and practices that enable the creation of highly resilient,
scalable, and portable applications. These services are built upon containerization, which
encapsulates individual application components and their dependencies into lightweight,
isolated containers. This containerization allows for efficient resource utilization [2], facili-
tates rapid deployment, and ensures consistent behavior across different environments.

These types of services constitute a contemporary paradigm in software development
and deployment, deeply rooted in the adoption of DevOps [3] principles, a scientific ap-
proach that prioritizes collaboration and automation between development and operations
teams. DevOps practices such as Continuous Integration and Continuous Deployment
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(CI/CD) [4] play a pivotal role, in automating the integration, testing, and deployment
of code changes to ensure software quality and rapid feature deployment with reduced
risks. Furthermore, Infrastructure as Code (IaC) [5], an essential component of DevOps,
enables the provisioning and management of infrastructure resources through code, pro-
moting consistency and reproducibility. Scientifically, this approach aligns infrastructure
management with version control and automation, fostering a more efficient, reliable,
and scalable software development and deployment process within the dynamic realm of
cloud-native services.

Cloud-native services are built using microservice architectures [6], where applications
are decomposed into smaller, loosely coupled, and independently deployable services. Each
service focuses on a specific business functionality and can be developed, deployed, scaled,
and updated independently. This architecture promotes flexibility, agility, and scalability,
allowing organizations to rapidly deliver new features and adapt to changing demands [7].
Microservice architectures leverage containers to package and isolate applications and
their dependencies. Containers provide a lightweight and portable runtime environment,
ensuring consistency across different computing environments [8]. They enable easy scaling,
deployment, and management of applications, allowing organizations to efficiently utilize
resources and achieve fast startup times. Orchestration platforms, such as Kubernetes [9],
play a crucial role in managing and automating the deployment, scaling, and management
of containers in a cloud-native environment. They provide features like service discovery,
load balancing, and self-healing, ensuring that applications run smoothly and reliably [10].
Orchestration platforms abstract away the underlying infrastructure complexities, allowing
developers to focus on building and deploying applications without having to worry about
the infrastructure details.

Cloud-native services leverage the scalability and resilience that are associated with
cloud infrastructures [11]. They utilize auto-scaling capabilities to automatically adjust
resources based on workload demands, ensuring optimal performance and cost-efficiency.
Load balancers distribute incoming traffic across multiple instances of services, ensuring
high availability and fault tolerance [12]. Distributed data storage and caching mechanisms
are employed to handle large volumes of data and provide fast and efficient access [13].
Furthermore, cloud-native services require robust monitoring and observability capabilities
to ensure optimal performance and detect issues. Monitoring tools [14] collect and analyze
metrics, logs, and traces from various components of the cloud-native environment, provid-
ing insights into the health, performance, and behavior of services. Observability facilitates
troubleshooting, performance optimization, and proactive management of applications [15].
Such architectural paradigms are characterized by an overly distributed nature.

However, this distributed nature, despite its numerous benefits, introduces unique
cybersecurity challenges. These services are provided through a network of servers, cre-
ating a large attack surface for potential attackers. Due to that, they are susceptible to
all sorts of threats such as malware, DDoS, or Man-in-the-Middle (MITM) attacks [16,17].
Furthermore, many of these services process sensitive data, including user data and pro-
prietary information, which are often stored in the cloud and must be protected from
unauthorized access [18]. On top of that, the dynamic and scalable nature of cloud-native
services makes maintaining a consistent security posture challenging. The services must
be able to scale quickly to meet user demand, but this requires the deployment of new
instances and infrastructure, which can introduce new vulnerabilities. Due to these facts,
there is an ever-increasing need to establish efficient security solutions [19,20] that are
capable of mitigating the potential security threats associated with cloud-native services,
while being aligned with the aforementioned characteristics of cloud-native services. In
order to do so, it is of paramount importance to identify and analyze the desired features
in terms of cybersecurity that cloud-native services should have.

Despite the fact that there have been numerous surveys that explore various aspects
of security (such as requirements, challenges, and solutions) in the cloud [21–36], there
have been none that focus on security from the perspective of cloud-native services. In fact,
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although these two terms are closely related, there are some distinct differences. Security in
cloud-native services specifically focuses on the security considerations related to applica-
tions and services that are designed and built to leverage the capabilities of cloud-native
architectures. These services are characterized by their use of containerization, microser-
vices, serverless computing, and orchestration platforms like Kubernetes. Furthermore,
security in cloud-native services addresses the unique challenges and requirements that
arise from the adoption of cloud-native architectures, such as container security [37], service
mesh security [38], and the dynamic nature of deployments. It encompasses the security
of individual cloud-native components, their interactions, and the overall security of the
cloud-native environment. As a matter of fact, on top of some aspects such as access man-
agement [39], data security [40], security monitoring [41], and incident response [42] that
are of paramount importance in the context of cloud security, any attempt at establishing
security in cloud-native services shall also incorporate:

• Container [43] and Microservice [44] Security: This involves securing the container-
ized components, such as Docker containers, used in cloud-native applications. It
includes measures like vulnerability scanning, secure container image management,
and runtime protection to mitigate container-specific risks, such as container escape
attacks or compromised container images. Furthermore, security in cloud-native
services considers the security of individual microservices and their interactions. This
includes securing communication channels between microservices, implementing
access controls and authentication mechanisms for inter-service communication, and
ensuring proper authorization and data protection between microservices.

• Orchestration Platform Security [45]: Security considerations extend to the orchestra-
tion platforms used in cloud-native environments, such as Kubernetes. This involves
securing the Kubernetes control plane, implementing secure configuration practices,
and protecting critical components like the etcd data store. It also includes securing
container orchestration and deployment processes to prevent unauthorized access or
unauthorized changes to deployments.

• DevSecOps Practices [46]: Security in cloud-native services embraces the integration
of security practices throughout the development, deployment, and operations lifecy-
cle. It emphasizes embedding security as an integral part of the development process
and implementing security automation, Continuous Security Testing, and security
monitoring as part of the DevSecOps approach.

Table 1 encapsulates the gaps in contemporary surveys that motivated us to construct
this work. After extensive research, we were able to identify only a single work [47]
that covers areas similar to the ones that are being explored in the context of this survey.
That work, however, did not go into much detail regarding aspects that are of paramount
importance in the context of securing cloud-native services such as DevSecOps Practices
and Orchestration Platform Security. We, instead, chose to dedicate a quite significant
portion of this survey to exploring key features and solutions that relate to these aspects.
Furthermore, our work is based on a unique structure of exploratory analysis that maps
the key aspects of security in cloud-native services to the corresponding features, and these
features to numerous contemporary solutions. Figure 1 illustrates this mapping process
that constitutes the core of this work.

This work commences by presenting the key aspects of cybersecurity in cloud-native
service. Then, we identify and explore the challenges and features, as well as map the latter
with the aforementioned aspects. The rest of this work is dedicated to exploring in great
detail a plethora of contemporary solutions when leveraged are capable of manifesting them.
This exploration includes several prominent enabling technologies, as well as a detailed
analysis of how these technologies can be combined alongside others in order to establish
autonomic and cognitive security management. Furthermore, it also includes various
solutions that correspond to the secure software development lifecycle paradigm. Moreover,
for each of these solutions, we identify various candidate open-source technologies that
are capable of supporting the realization of the corresponding solution. Finally, this work
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concludes by mapping the explored solutions to the aforementioned features and presenting
how these solutions can work together in order to establish each corresponding feature.

Thus, the main scientific contributions of this work are:

• It is the first survey that is dedicated to exploring security in cloud-native services.
• It serves as a uniquely structured mapping study that maps the key aspects of security

in cloud-native services to the corresponding features, and these features to numerous
contemporary solutions.

• It includes the identification of various candidate open-source technologies that are
capable of supporting the realization of each explored solution.

• It showcases how these solutions can work together in order to establish each corre-
sponding feature.

Figure 1. A systematic mapping process that involves key aspects, features, and solutions for security
in cloud-native services. Key aspects are colored green, features are colored blue, and solutions are
colored red for illustration purposes.
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Table 1. Research gaps in prior works.

Key Aspects of Security in Cloud-Native Services

Prior Surveys
Access

Management
Data

Security

Security
Monitoring and

Incident
Response

Container and
Microservice

Security

Orchest.
Platform
Security

DevSecOps
Practices

Secure cloud infrastructure: a survey on issues,
current solutions, and open challenges [21].

X X X × × ×

Security in cloud computing: opportunities and challenges [22]. X X X × × ×
A survey on security challenges in cloud computing:
issues, threats, and solutions [23].

X X X × × ×

A survey on secure cloud: security and
privacy in cloud computing [24].

X X X × × ×

Secure cloud computing for critical infrastructure: a survey [25]. X X X × × ×
State-of-the-art survey on cloud computing
security challenges, approaches, and solutions [26].

X X × × × ×

A comprehensive survey on security in cloud computing [27]. X X × × X ×
A survey of security issues for cloud computing [28]. X X X × × ×
A survey on cloud security issues and techniques [29]. X X × × × ×
Cloud computing security: a survey [30]. X X X × × ×
A survey on cloud computing security:
issues, threats, and solutions [31].

X X X × × ×

A survey of cloud computing security challenges
and solutions [32].

X X X × × ×

Cloud computing security challenges and solutions: a survey [33]. X X × × × ×
Cloud computing security: a survey of service-based models [34]. X X X × × ×
Cloud security threats and solutions: a survey [35]. X X × × × ×
Understanding the challenges and novel architectural models
of multi-cloud native applications: a systematic literature review [36].

X X X X × X
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Towards achieving these goals, the paper is structured in the following manner.
Section 2 is dedicated to briefly presenting the security challenges that are present in
cloud-native services. Section 3 is dedicated to identifying the key features for security
in cloud-native services and mapping them to the aforementioned key aspects. Section 4
analyzes various technological enablers for cybersecurity in cloud-native services. Section 5
is dedicated to showcasing how these technological enablers can be combined in order
to establish autonomic and cognitive security management. Section 6 is dedicated to the
secure software development lifecycle. This section includes areas of secure software de-
velopment lifecycle that are vital in the context of cloud-native services, such as Security
Risk Profiling and Mitigation, shift left and static testing, as well as Continuous Security,
Data Preserving, and Data Compliance techniques for enhancing security. Section 7 is
dedicated to showcasing how the various, previously explored solutions can collaborate
to implement each respective feature. Finally, Section 8 summarizes the merits of this
work. The findings of this work derived from the exploratory analysis [48] on cybersecurity
in cloud-native services were conducted in the frame of the CHARITY [49] project. The
insights and findings of this work are expected to be quite useful for cybersecurity pro-
fessionals and developers who may leverage them in order to enhance the security and
privacy of cloud-native services.

2. Challenges for Security in Cloud-Native Services

Cloud-native services offer significant advantages such as scalability, flexibility, and
cost-efficiency. However, establishing secure cloud-native services is quite difficult given
the fact that there are numerous inherent challenges. This section is dedicated to briefly
exploring some of them. In the frame of cloud-native services, the processing and storage of
sensitive data present additional cybersecurity challenges. Furthermore, safeguarding user
data and proprietary information is crucial to maintain trust, comply with privacy regula-
tions, and prevent potential legal, monetary, and reputational consequences. Furthermore,
the dynamic and scalable nature of cloud-native services introduces unique challenges
when it comes to maintaining a consistent security posture; although scalability is a key ad-
vantage, it also necessitates careful consideration of security implications. The notion that
the distributed nature of cloud-native services introduces specific cybersecurity challenges
is supported by the examination of the types of attacks that they are prone to [50].

• Malware Attacks [51]: The distributed nature of cloud-native services makes them
vulnerable to malware attacks. Malicious software can infiltrate one part of the infras-
tructure and spread across the interconnected components, potentially causing data
breaches, unauthorized access, or disruption of services. Additionally, malware can be
designed to exploit specific weaknesses in cloud-native architectures, compromising
the security and integrity of the entire system.

• Man-in-the-Middle (MITM) Attacks [52]: The distributed nature of cloud-native
services also increases the risk of Man-in-the-Middle attacks. In such attacks, an
attacker intercepts and alters the communication between two parties without their
knowledge. This can lead to data leakage, unauthorized access, or manipulation of
sensitive information. MITM attacks can exploit vulnerabilities in communication
channels, weak encryption protocols, or compromised certificates.

• DDoS Attacks [53]: Cloud-native services are also susceptible to Distributed Denial
of Service (DDoS) attacks, where a large number of compromised devices flood
the network or services with excessive traffic, overwhelming the infrastructure and
causing service disruptions. These attacks, which are also referred to as Cloud Zombie
attacks [54], can be devastating for cloud-native services as they rely heavily on
network connectivity and availability [55]. Furthermore, there have been certain
variations of this type of attack that are designed to exploit the autoscaling capabilities
of cloud environments [56]. These variations include Yo-Yo attacks [57], which rely
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on producing periodic bursts of traffic to oscillate the auto-scaling system between
scale-out and scale-in status inducing economic loss to the tenant.

In order to better understand the intricacies that are intertwined with tackling such
attacks, it is worth examining Link Flooding Attacks (LFAs) [58], which have emerged as
another prominent example of DDoS Attacks. LFAs aim to disrupt the network connectivity
of numerous users by congesting critical network links. Essentially, adversaries seek to
overwhelm these links by injecting a substantial volume of flows that simultaneously
traverse a specific set of core network links. The challenge lies in the fact that adversaries
can employ low-volume, individual flows that blend with regular traffic, making it arduous
for network operators to implement efficient countermeasures against LFAs. Research
conducted by Meier et al. [59] included launching an LFA on a specific link without any
knowledge of the network topology necessitates adversaries to transmit five times more
flows compared to when they possess such information. Similarly, the number of flows
required to execute an LFA against a target link increases exponentially when the topology
remains unknown. These findings clearly indicate that having a certain level of network
topology knowledge is a crucial requirement for carrying out such attacks effectively,
efficiently, and discreetly.

At first glance, it may seem logical to assume that maintaining the confidentiality of the
network topology would raise the cost of executing successful LFAs. This defense strategy
aligns with the approach adopted by Internet Service Providers (ISPs), who consider their
network topology as sensitive information. However, researchers have demonstrated that
existing path-tracing tools like traceroute can be utilized to infer the previously unknown
network topologies of ISPs, including their forwarding behavior and flow distribution
patterns. This means that adversaries can employ these techniques to conduct LFAs with
greater efficiency and effectiveness. In recent years, various proactive countermeasures
have been proposed to mitigate LFAs by presenting a virtual (false) network topology.
These countermeasures aim to hide potential bottleneck links and nodes while preserving
the utility of path-tracing tools. However, a study [60] that after analyzing three state-of-the-
art proactive network obfuscation defenses: NetHide [59], Trassare et al.’s solution [61], and
LinkBait [62] identified four common weaknesses that significantly compromise the security
and utility of the exposed virtual topologies. Such instances are indicative of the fact that
tackling such attacks is a multifaceted endeavor that requires very careful examination.

Furthermore, previous works [63] have shown that adversaries with access to a con-
tainer (running inside a host that is part of a large cluster) can exploit vulnerabilities at
various layers to conduct very powerful attacks. Of these vulnerabilities, the most danger-
ous ones are those that target the OS kernel of the host where the (malicious) container
resides. By sending maliciously crafted syscalls, adversaries can trigger memory leaks,
write arbitrary contents into shared files with the host, or gain elevated privileges in the
host, among others. One notable example is the weakness found in the waitid system
call, which enabled adversaries to run a privilege escalation attack to gain access to the
host. The root cause behind the existence of these types of attacks lies in the excessive
default privileges granted to containers, whereas several Linux kernel security modules,
such as AppArmor [64] and SELinux [65], have been introduced to restrict container capa-
bilities; none of these modules adequately address the fundamental question of minimizing
container privileges. To tackle this, it is of paramount importance to leverage tools that
are capable of automatically identifying the minimum set of privileges that containers
need for executing their applications correctly while minimizing their interactions with the
OS kernel.

Unfortunately, the level of threat that such attacks pose is greatly enhanced by the fact
that cloud-native services rely on a network of servers and interconnected components,
creating a larger attack surface for potential cyber threats. Attackers can exploit vulnera-
bilities in different layers of the cloud infrastructure, including the underlying hardware,
hypervisors, virtual machines, containers, and the cloud provider’s management interfaces.
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This architectural design results in an Increased Attack Surface [66] that greatly jeopardizes
the ability to establish secure cloud-native services.

3. Key Features for Security in Cloud-Native Services

In order to mitigate the aforementioned cybersecurity challenges, parties utilizing
cloud-native services should incorporate the following features that shall be explored in
this section. After carefully examining the corresponding scientific literature, the authors
of this work were able to construct Table 2 that illustrates how these features correspond to
the aforementioned key aspects for security in cloud-native services. These features are the
following:

Table 2. Mapping of key aspects to features.

Key Aspects Features

Access Management
Strong Access Controls
Network Segmentation
Secure Communication

Data Security
Secure Communication
Data Encryption
Disaster Recovery, Incident Response, and Data Backup

Security Monitoring
and Incident Response

Disaster Recovery, Incident Response, and Data Backup
Continuous Monitoring and Intrusion Detection
Process Automation

Orchestration Platform Security
Process Automation
Vulnerability Management
Configuration Management

Container and Microservice
Security

Process Automation
Vulnerability Management
Configuration Management
Continuous Security Testing

DevSecOps Practices
Vulnerability Management
Configuration Management
Continuous Security Management

• Strong Access Controls [67]: Implementing strict access controls, including authenti-
cation, role-based access control, and least privilege principles helps prevent unau-
thorized access and reduces the impact of potential breaches. Strong access controls
are crucial in cloud-native services to ensure the security, confidentiality, and integrity
of data and resources. Access controls govern the authentication and authorization
processes, determining who can access specific resources and what actions they can
perform. Here are the key reasons why strong access controls are important in cloud-
native services:

• Network Segmentation [68]: Network segmentation is a security practice that in-
volves dividing a network into smaller, isolated segments to enhance the security and
control of cloud-native services. Each segment, known as a network zone or subnet,
contains a specific set of resources with defined access controls. Properly segmenting
the cloud-native infrastructure into isolated networks and subnets can limit the lateral
movement of attackers and contain the impact of potential breaches.

• Data Encryption [69]: Ensuring that data are encrypted both at rest and in transit
helps protect sensitive information from unauthorized access. Data encryption plays
a vital role in ensuring the security and privacy of data in cloud-native services. As
organizations increasingly adopt cloud computing and migrate their infrastructure
and applications to the cloud, the need for robust data protection mechanisms becomes
even more critical.
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• Secure Communication [70]: Utilizing secure communication protocols, such as
HTTPS, and regularly updating cryptographic libraries and certificates enhances
the integrity of data transfers. Secure communication in cloud-native services involves
implementing measures to protect data and ensure the confidentiality, integrity, and
authenticity of information exchanged between components within the cloud-native
environment.

• Continuous Monitoring [71] and Intrusion Detection [72]: Employing robust moni-
toring and intrusion detection systems enables the early detection of potential threats,
allowing for timely response and mitigation. This includes monitoring network traf-
fic, analyzing log data, and leveraging threat intelligence to identify and respond to
suspicious activities. Monitoring the security of dynamically scaling cloud-native
services is essential but can be challenging. The increased number of instances, con-
stant changes in the infrastructure, and complex network connections make it difficult
to maintain visibility and detect potential security incidents. Implementing robust
security monitoring tools and practices, such as centralized logging, real-time threat
detection, and anomaly detection, can help identify security breaches and enable
prompt incident response.

• Disaster Recovery [73], Incident Response [74], and Data Backup [75]: Establishing
comprehensive disaster recovery plans and incident response procedures ensures
that organizations can quickly recover from cybersecurity incidents and minimize
their impact on operations. Regularly testing and updating these plans is crucial
to maintaining their effectiveness. Furthermore, cloud-native services should have
regular backup schedules, reliable backup storage solutions, and well-documented
recovery procedures.

• Process Automation [76]: Process automation is essential for enhancing cybersecurity
in cloud-native services. It reduces human error, ensures consistency, and standardizes
security practices. Automation enables quick detection and response to security events,
supports scalability [77], and facilitates continuous compliance. It also integrates
threat intelligence for proactive threat hunting and faster incident response. Overall,
automation strengthens security, protects data, and mitigates risks in the dynamic
cloud-native environment. As such, in the context of facilitating secure cloud-native
services, process automation refers to areas such as service orchestration, mitigation
of incidents, security management, security checks, and static application testing.

• Vulnerability Management [78]: With the dynamic nature of cloud-native environ-
ments, vulnerability management becomes complex. Traditional vulnerability man-
agement practices may not be sufficient due to the large number of instances and
rapid deployment cycles. Identifying and patching vulnerabilities in a timely manner
becomes crucial to preventing potential exploits. Continuous vulnerability scanning,
automated patch management [79], and integration with security tools and processes
can help address this challenge.

• Configuration Management [80]: Cloud-native services rely heavily on configura-
tions that define their behavior and security settings. However, managing and enforc-
ing consistent configurations can be challenging in a dynamic and scalable environ-
ment. Configuration drift, where instances deviate from their desired configurations
over time, can lead to security vulnerabilities. Implementing configuration manage-
ment tools and practices that automate configuration enforcement and regularly verify
compliance can help mitigate this challenge.

• Continuous Security Testing [81]: Regular security testing [82], including vulnerabil-
ity assessments, penetration testing, and security code reviews, should be integrated
into the development lifecycle of cloud-native services. Adopting a DevSecOps ap-
proach, where security is incorporated throughout the software development and
deployment processes, helps identify and address vulnerabilities early on and ensures
that security measures are continuously tested and validated.
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To overcome the challenges associated with maintaining a consistent security posture
in dynamic and scalable cloud-native environments, organizations should prioritize secu-
rity considerations throughout their cloud-native development and deployment processes.
Emphasizing automation, configuration management, vulnerability management, and Con-
tinuous Security monitoring helps ensure that security controls are consistently applied,
vulnerabilities are promptly addressed, and potential security incidents are detected and
responded to in a timely manner. The remainder of this work is dedicated to exploring
numerous solutions that can be leveraged in order to establish the aforementioned features.

4. Enabling Technologies for Cybersecurity in Cloud-Native Services

As services continue, the shifting to cloud-native environments, adopting security
measures and practices tailored to this environment becomes essential. This section explores
the role of some of the most prominent enablers for the security of the next generation of
cloud-native services, including the zero-touch network and service management (ZSM),
the zero-trust architecture (ZTA), service mesh, Native AI, and SECaaS.

4.1. Zero-Touch Network and Service Management (ZSM)

In cloud-native environments, it is crucial to automate the detection and mitigation of
network anomalies intelligently. Moreover, since they are typically multi-tenancy environ-
ments, a failure in a given service/level can harm the rest of the environment. Proposed by
ETSI, the Zero-touch network and Service Management (ZSM) specification [83] defines an
End-to-End (E2E) management reference architecture that aims to provide a more flexible
and automated approach for E2E service orchestration in multi-domain deployments. In
the context of Zero-touch Network and Service Management, E2E refers to a comprehensive
approach that encompasses the entire lifecycle of network and service management, from
initial provisioning to ongoing operations and maintenance, without requiring manual in-
tervention. The E2E principle in ZSM aims to automate and streamline the management of
network infrastructure, services, and associated operations, reducing human involvement
and minimizing errors. Key aspects of this approach in ZSM include:

• Automated Provisioning: It focuses on automating the provisioning process, starting
from the initial setup of network devices and services. It involves automating the
configuration, deployment, and activation of network resources and services without
the need for manual intervention. Automated provisioning ensures consistent and
reliable deployment, reducing the potential for human errors and misconfigurations.

• Service Orchestration: It emphasizes the orchestration of services across the entire
network infrastructure. It involves automated coordination and management of vari-
ous network functions and services, ensuring seamless integration and interoperability
between different components. Service orchestration helps optimize resource utiliza-
tion, enhance service delivery, and enable efficient scaling and elastic provisioning
of services.

• Automated Operations and Maintenance: It promotes automation in ongoing opera-
tions and maintenance tasks. This includes automating routine management tasks,
such as monitoring, performance management, fault detection, and troubleshooting.
By automating these tasks, organizations can reduce manual effort, improve opera-
tional efficiency, and respond quickly to network incidents or performance issues.

• Closed-Loop Automation: It involves closed-loop automation, where automated
processes continuously monitor the network, collect data, analyze it, and take proactive
actions based on predefined policies and rules. Closed-loop automation enables self-
healing capabilities, where network issues or service degradation can be automatically
identified and remediated without human intervention.

• Analytics and Intelligence: It leverages analytics and intelligence to gain insights
from network data and make data-driven decisions. By applying machine learning
and artificial intelligence techniques, organizations can analyze network performance,
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user behavior, and security data to optimize resource allocation, detect anomalies, and
enhance overall network operations and security.

• Security and Compliance: It includes incorporating security and compliance mea-
sures throughout the network and service management lifecycle. This involves in-
tegrating security controls, such as access controls, encryption, and threat detection
into automated processes. It also ensures compliance with relevant regulations and
standards throughout the management and operation of network services.

ZSM specification addresses how a set of management services (and their respective
capabilities) can enable a more consistent and standardized method to manage the entire
life-cycle of services spanning over that multi-domain scenarios [84]. Indeed, ZSM defines
the concept of a Management Domain (MD) by encompassing the existing management
functions of each domain and an integration fabric, to expose such capabilities and facilitate
the communication between service consumers and producers. Moreover, ZSM reference
architecture includes an E2E Service Management Domain (and a cross-domain integration
fabric) to support the overall E2E orchestration capabilities. Furthermore, ZSM specification
builds upon the principle of closed-loop management automation, where feedback-driven
processes (e.g., OODA loop model) can be leveraged to realize fully automated (and
intelligent) management functionalities [85]. ZSM-like architectures are not only beneficial
for achieving a more automated and intelligent service orchestration [86] but they can also
be leveraged to facilitate the deployment and lifecycle management of ancillary security
mechanisms in cloud-native environments (e.g., purpose-built security probes, DevSecOps
toolchains, etc.).

4.2. Zero-Trust Architecture (ZTA)

Moreover, in the past, the traditional perimeter security model was based on the
“trust but verify” approach. As long as components and equipment belong to a specific
network or segmented group, they are considered trustworthy. In such a model, network
segmentation, used to establish a trust zone, was assumed to be sufficient. The focus was
on whether or not to authorize access to network segments through perimeter security
mechanisms such as firewalls. The perimeter model can protect against threats from outside
but does not prevent unauthorized lateral movement. Moreover, the implicit perimeter
trust model, based on the segmentation of virtual or physical perimeters, does not fit
the increasingly complex and dynamic cloud computing environments [87]. Instead, it
is imperative to adopt a security model where trust is never granted by default and the
principle of least privilege is followed to grant only the minimum necessary privileges, thus
limiting the visibility and accessibility of assets [88]. One of the purposes of the zero-trust
model is to prevent unauthorized lateral movement as no implicitly trusted zones exist
(e.g., no internal network segments are trusted by default). Zero trust intends to provide
a more granular and dynamic segmentation of the different resources (i.e., even when
network traffic belongs to the same network, it should undergo a validation process) [89].

According to NIST, the zero-trust architecture must follow the basic zero-trust prin-
ciples, namely [90]: data, assets, and services are considered resources; communications
should be secured regardless of whether networks are considered enterprise-owned or
non-enterprise-owned; access to resources is only granted per session; trust should be
evaluated before access is granted; access is determined by multiple aspects including
the observable state of the user and the service requesting asset; no resource is inherently
trusted, there is always an assessment for each access request, which implies monitoring
the integrity of the resources.

Figure 2 illustrates the difference between a perimeter security model and the zero-
trust model. In the classical perimeter security model, the authentication focuses on outsider
communication to the local area network (LAN), assuming the network is trusted, whereas
in the zero-trust model, the network is never trusted and each communication should
go through an authentication process. In a service-based architecture and an edge/cloud
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environment, this means that the enforcement of security policies should occur in all
network communications between services (and containers).

Figure 2. Comparison between perimeter security model and zero-trust model.

Zero trust does not aim to replace the security perimeter model but complements
it with a more granular approach to enforce security policies. Whilst zero trust is often
linked to authentication and authorization policy enforcement, before granting access to
resources, here, its use is based on the idea of having the means for continuous monitoring
of all the network traffic (i.e., both north–south and east–west traffic) within a cloud-native
environment. Such a continuous evaluation of network traffic is crucial to the timely
detection of cyberattacks (e.g., due to compromised components or API abuses) and thus
complements additional policy enforcement strategies, fulfilling the zero trust overall
principle of “always verify”.

4.3. Service Mesh

The rise of microservice-based architectures is not without its challenges. Despite all
the benefits and flexibility, such architectures are composed of numerous and dynamic
components that need to communicate and interact with each other. Hence, one of the
biggest challenges is how to deal with the exponential and complex relationship between
all the moving parts that form a cloud-native application.

Service mesh [91] is an increasingly widely used solution to address challenges of
complex and exponential relationships between components [92]. The service mesh concept
has gained a lot of strength to achieve network and resource observability; a key feature
within any cloud-native environment. An example of this approach, Eunji Kim et al. [93]
used Istio and Envoy for data collection and full visibility into infrastructure resources,
network traffic, and application behavior in the environment. Similarly, the INSPIRE-
5Gplus https://www.inspire-5gplus.eu/inspire-5gplus-high-level-architecture/ (accessed
on 15 August 2023) project adopted Istio in implementing the integration fabric of its 5G
security management framework [94].

Service mesh is an infrastructure layer for handling service-to-service communication
without imposing changes to services [92]. Service meshes provide a more cloud-native
and comprehensive strategy to control network traffic, apply distinct policies, and cope
with the complexity and dynamism of service communications. Service mesh addresses

https://www.inspire-5gplus.eu/inspire-5gplus-high-level-architecture/
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such challenges by shifting common orchestration-related functions from the application
logic to the infrastructure layer. The immediate benefit is the simplification of applications
that would otherwise need to include them. Moreover, by abstracting common functions to
the infrastructure layer, one might envision a more standard approach to implementing
them. As a summary, service meshes are used to provide the following key features:

• Service Registry and discovery: Mechanisms used to facilitate the process of discov-
ery and registry of new components and services.

• Load balancing: The ability to balance network traffic depending on aspects such as
latency, infrastructure, and health status.

• Fault tolerance: The ability to redirect requests to an alternate instance when the
original is degraded or not available.

• Traffic monitoring: The ability to monitor all the network traffic and key metrics
between the mesh of microservices.

• Encryption, Authentication, and Access Control: The possibility of dynamically
encrypting the network communication on the fly as well as the possibility to authorize
and authenticate network communication between services.

Although conceptually not restricted, the rise of service meshes is tied to cloud-native
applications [95]. As depicted in Figure 3, a service mesh is constituted of two planes:
data and control planes. The data plane is composed of a set of proxies known as sidecars,
co-located in each microservice. The sidecars are proxies that intermediate the commu-
nication with other proxies. The combination of several proxies forms a mesh network
intercepting the communication between microservices, mediating and controlling all net-
work communications, and collecting telemetry. Together, they have full visibility over all
microservice communications, being able to perform health checking, filtering, routing,
load balancing, service discovery, authentication, authorization, collecting telemetry, etc.
The control plane is responsible for the overall orchestration of sidecar behavior. Herein, the
proxies provide the capabilities to configure the components in order to collect telemetry
and enable observability and also to apply policies for routing traffic [96]. The service
mesh concept is used as an architectural approach to enforce security policies on top of
microservices network traffic.

Figure 3. Data and control planes of a service mesh, adapted from https://www.nginx.com/blog/
what-is-a-service-mesh/ (accessed on 15 August 2023).

Although this approach has many benefits, they have not yet been fully investigated
in the available literature. Chandramouli et al. [97] address this issue in a NIST publication.
This publication presents some additional implementation guidance on security solutions
for cloud-native environments, more specifically, how proxy-based service mesh compo-
nents can collectively form a security infrastructure to support microservices. The topic of
anomaly detection in cloud-native environments has new challenges and new relevance,
as discussed in several works. Harlicaj et al. [98] discussed this problem for the detection

https://www.nginx.com/blog/what-is-a-service-mesh/
https://www.nginx.com/blog/what-is-a-service-mesh/


J. Cybersecur. Priv. 2023, 3 771

of web-based attacks on microservices, using Kubernetes and Istio. Similarly, in [99] the
authors proposed an anomaly detection mechanism in API traffic to improve its security
in microservice environments. Characteristics such as bandwidth, number of consecutive
requests were some characteristics analyzed, concluding that such a mechanism is more
accurate than a rule-based anomaly detection mechanism. On the other hand, both works
do not cover automated mitigation of incidents (e.g., based on policies).

Istio is a realization of an open-source service mesh platform that establishes control
over the way microservices share data between them. It comprises a set of layered
distributed applications providing traffic management, security, and observability at the
service mesh level. Istio exposes APIs to enforce access control at mesh, namespace, and
service levels. As a result of applying policies over a Kubernetes network, it becomes
possible to configure security for service communications at the network and application
layers. Istio APIs also provide support for integration with other components, such as
telemetry or policy systems. The sidecars are deployed as Envoy proxies supporting
compatibility issues. Envoy provides built-in functionality to cope with challenges, such
as retries, delays, circuit breakers and fault injection, dynamic service discovery and
load balancing, traffic management and routing, security policies, and rate limiting. Istio
offers security advantages through strong identity, transparent TLS encryption, powerful
policy, and authentication, authorization, and auditing (AAA) tools to protect services
and data exchanged between them. However, another feature to highlight is its support
for heterogeneous environments, including virtual machines (VMs), Kubernetes, and
multi-domain settings [100].

It is not only a challenge to efficiently observe and understand, for instance, all the
network traffic of an environment, but it is also crucial to have the means to apply mit-
igation measures and security policies effectively. One example of policy enforcement
in cloud-native environments is the architecture proposed by Loıc Miller et al. [101] that
uses Istio combined with the Open Policy Agent (OPA) to execute policies. It should be
noted that although this architecture presents key ideas focused on the authorization of
communications through the set of defined policies, it does not present ways of detect-
ing anomalies. OPA is an open-source, general-purpose policy engine that unifies the
implementation of policy enforcement procedures across IT environments, such as the
ones involving cloud-native applications. OPA enables decoupling policy decisions from
software for policy enforcement, and whereas Istio policies are limited to networks, OPA
allows a more comprehensive strategy to implement distinct policies and provide more
control over deployments and containers.

4.4. Native AI and Security as a Service (SECaaS)

This section discusses the role of Native AI and the benefits of the Security as a
Service (SECaaS) [102] model as an approach to support applications’ security and privacy
requirements. Native AI represents a disruptive paradigm where AI capabilities are
leveraged to realize or augment the existing capabilities of a system [103]. Security-wise,
this provides many advantages for bolstering threat detection and prevention [104–106]. AI
security mechanisms can facilitate the analysis of user behavior, system interactions, and
network traffic [107] within applications to identify anomalies or suspicious activities that
may indicate potential security breaches. Native AI enhances access control mechanisms by
harnessing cutting-edge technologies like biometric recognition, voice authentication, and
gaze tracking, ensuring robust verification of user identities. Similarly, the SECaaS model
has been used for multiple purposes such as Identity and Access Management (IAM),
Information Security, Network Security, Intrusion Supervision, or Encryption [108,109].
SECaaS offers an opportunity to incorporate some of these mechanisms into applications’
runtimes without design time intrusions [110]. The SECaaS model is also a more cost-
efficient solution that allows next-generation developers and application providers to
shift the onus of security functions to infrastructure providers. This way, various security
and privacy mechanisms will be further investigated to take advantage of the hybrid
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edge/cloud network, compute, and storage resources and the notion of closed loops to
have more autonomous and intelligent security coverage.

5. Autonomic and Cognitive Security Management

The amalgamation of many of the technologies that were presented during the previ-
ous section of this work shall serve as the building blocks for the emergence of frameworks
that are capable of establishing cybersecurity in cloud-native services. This section is
dedicated to exploring such a framework that is based on paradigms, such as the enabling
technologies that were previously explored. Modern applications are being designed into
smaller, more manageable microservices due to a plethora of requirements, such as porta-
bility, scalability, or reliability, in the context of cloud-native environments. From a security
standpoint, such an emerging paradigm raises new challenges in terms of managing the
volume and complexity of cloud-native applications. As such, this demands intelligent and
automated solutions to lower the burden assigned to humans in the context of managing
the security of cloud-native applications. With the objective of establishing autonomous
secure management of resources in various domains, a framework that adheres to the
key design principles of ETSI ZSM was proposed in [19], as depicted in Figure 4. This
framework introduces AI-powered closed loops with various different scopes, from node
level to end-to-end and inter-slice level. Thus, it allows the rapid and effective detection
and mitigation of security threats close to the source, which prevents their proliferation in
the network.

Figure 4. Architecture of an autonomic and cognitive security management framework, adapted
from [19].
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The framework enhances E2E security management capabilities across various do-
mains in a hierarchical manner. It builds upon the domain vision presented in [111] and
introduces AI-driven closed loops with varying scopes, ranging from individual network
nodes to end-to-end connections and inter-slice levels. This fine-grained approach enables
efficient and rapid detection and mitigation of security threats at their source, preventing
their spread throughout the network. It is important to note that this framework aligns
with the aforementioned fundamental design principles of ETSI ZSM. It achieves this by
supporting the segregation of security management concerns and adopting a service-based
architecture. This architecture allows authorized consumers to access and utilize the pro-
vided security management services through an integration fabric. The integration fabric
facilitates the registration, discovery, and invocation of security management services. It
also facilitates communication between these services and other management services.
The framework leverages historical data and knowledge generated by various security
management services, which are stored and made available through data services within
the same domain or across multiple domains. In the following sections, we outline the
main functional components of this framework.

In this architecture, the closed-loop automation [112] manifests in the context of
four functions, Monitoring System (MS), Analytics Engine (AE), Decision Engine (DE),
and Enforcement Service (ES). MS takes responsibility for gathering, preprocessing, and
presenting security-related data obtained from the managed entity. AE offers services that
enable the identification or prediction of potential security anomalies and attacks, as well
as determining the root causes behind observed security incidents, utilizing the collected
data. DE determines the most effective mitigation policy required to address the detected
or predicted security issue, ensuring the desired level of security is maintained. ES allows
triggering/updating implementations of specific Virtual Security Functions (VSFs) [113],
such as vFirewall [114] and vIDS through the management and orchestration platform
(MANO). Each network function is associated with a Security Element Manager (SEM)
that will be responsible for managing security within its scope. As mentioned, in closed
loops, cognitive resources are incorporated for security analysis and decision-making.
Furthermore, to increase the cognitive level of the environment, AI/ML techniques can be
implemented in MS and ES.

In order to have greater security and mitigation at different levels, multiple closed
loops can be coordinated at different levels. These loops are managed and orchestrated
by the “Trust & Security Manager” (TSM),which comprises three functional modules,
the “Security Orchestrator”, “Security Policy and SSLA Manager”, and “Trust Manager”.
The “Security Orchestrator” is responsible for designing, instantiating, and managing the
runtime lifecycle of circuits. Security Policy and SSLA Manager are responsible for violating
SSLAs (Security Service Level Agreements) [115] and security policies defined by external
entities. Trust Manager is responsible for the continuous assessment of the reliability of the
network services and associated circuits (this trust is calculated based on the trust attributes
specified in the Trust Level Agreement).

Based on this framework, some open-source solutions that enable zero-touch security
management in environments were analyzed. A cloud-native architecture [116], based
on stateless microservices implemented as containers, is a technology recognized for be-
ing suitable for the cost efficiencies, flexibility, and scalability required in the operation
and management of environments. In this sense, the concept of Platform-as-a-Service
(PaaS) [117] emerges, a cloud-native architecture layer that allows developers to imple-
ment, run, and manage different applications without the complexity of configuring and
maintaining the cloud. In this follow-up, Kubernetes appears as a de facto standard for the
implementation and orchestration of applications in containers, which allows scalability,
high availability, and fault tolerance features.
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For the implementation of the Fabric Integration features, including facilitating in-
teroperability and communication between management services (within and between
domains), service mesh solutions such as Istio [118] or Linkerd [119] were analyzed, as
well as an event streaming platform, like Apache Kafka [120]. On the one hand, the service
mesh will allow the management of traffic between services, while enhancing security and
observability. The event streaming platform will handle asynchronous communications
between applications and services. In addition, the use of the event streaming platform
is also important for security use cases, including monitoring, analyzing, and reacting to
security threats in real time. In this sense, the use of Istio and Kafka as candidates for
integration fabric implementation was considered.

In the context of management and orchestration platforms, the Open Network Au-
tomation Platform (ONAP) [121] and Open Source MANO (OSM) [122] are highlighted.
ONAP provides a framework for real-time, policy-driven orchestration, management, and
automation of network services and edge computing. This platform includes different
ecosystems, such as POLICY, CLAMP, and DCAE, which together support closed-loop
automation. POLICY provides policy creation and validation capability. CLAMP designs
and manages closed-control loops. DCAE (Data Collection, Analytics, and Events) collects
and analyzes data. On the other hand, OSM allows modeling and automating the life cycle
of network functions, network services, and network slices through MON and POL mod-
ules. MON leverages monitoring tools to collect VNFs and infrastructure metrics. POL is a
policy management module. Another tool to highlight is Ansible https://www.ansible.com
(accessed on 15 August 2023), which allows production-level automation in a cloud-native
environment, and as such, allows increasing the automation capabilities of NFVM and
NFVO in the management and orchestration of network functions and services.

To provide services in AI and analytics, the Platform for Network Data Analytics
(PNDA) http://pnda.io/ (accessed on 15 August 2023) and Acumos AI Platform https:
//www.acumos.org/ (accessed on 15 August 2023) were analyzed. The first is a scalable big
data analytics platform for networks and services that brings together multiple technologies
(e.g., Kafka). PNDA was used to enable closed loop control for an ETSI NFV environment.
In addition, ONAP is integrating the PNDA as part of the DCAE to provide its analysis
services to the ecosystem. On the other hand, Acumus AI Platform allows you to create,
share, and deploy AI/ML models, capable of packaging ML models into microservices
in portable containers [123]. An “Acumos-DCAE Adapter” is developed to integrate ML
models from an Acumos catalog to the ONAP DCAE.

Through these open-source solutions, the architecture represented in Figure 5 was
designed. In such a configuration, Kubernetes can act as VIM and CISM. NSMF, NSSMF,
NFVO, and NFVM functions can be provided by ONAP or OSM. Regarding the closed loop,
MS and AE functions can be implemented using the MON and DCAE modules of OSM and
ONAP, respectively, or directly using open-source monitoring tools (e.g., Prometheus [124]
and ELK [125]) and analytics platforms (e.g., PNDA and Accumos). Integration fabric will
collaborate with management functions deployed as services through the combination of
features from Istio and Kafka. In turn, through Envoy sidecar proxies, the management
functions are connected to form a service mesh managed by Istio. Synchronous communi-
cation between services can be enabled via Istio, whereas asynchronous communication
can be performed via Kafka.

https://www.ansible.com
http://pnda.io/
https://www.acumos.org/
https://www.acumos.org/
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Figure 5. Architecture of the security framework with the enablers and tools, adapted from [19].

6. Secure Software Development Lifecycle (SDLC)

Cloud-native services rely on cloud infrastructure to store and process user data,
including sensitive information such as personal identification, location, and behavior. This
represents a potentially large attack surface for cyber attacks, such as data breaches and
malware infections, which could compromise the confidentiality, integrity, and availability
of services and user data. To address these security challenges, cloud providers and vendors
must collaborate to establish a robust and comprehensive security framework that covers
the entire service lifecycle, from design to deployment and maintenance. This framework
should consider services’ unique security requirements and risks and leverage state-of-the-
art security technologies and practices, such as encryption, authentication, access control,
and risk management.

When speaking about the attack surface, one refers to the collection of all the points
where an unauthorized user or an attacker could potentially exploit a vulnerability to
gain access to an organization’s systems, data, or assets. The attack surface includes all
the hardware, software, networks, and interfaces exposed to external or internal threats.
The attack surface can be divided into three main categories:

• Physical attack surface [126]: This includes all the physical devices, such as servers,
laptops, smartphones, routers, and IoT devices, that an attacker could target to gain
unauthorized access.

• Network attack surface [127]: This includes all the network infrastructure, such as
firewalls, routers, switches, and gateways, that an attacker could target to penetrate
the organization’s network and access its data and systems.

• Software attack surface [128]: This includes all the software components, such as
applications, operating systems, and databases, that an attacker could target to exploit
a vulnerability and gain unauthorized access.

In this section, we shall concentrate mainly on the Secure Software Development
Life Cycle (SDLC). According to [129], data breaches from attackers outside the organi-
zation typically amount to about 55% of cases, whereas the remaining 45% are because
of misconfiguration or other mistakes. This is a significant statistic and should be consid-
ered when aiming to improve the security posture of applications. We must first examine
the modern application risk profile to establish a proactive approach. Figure 6 shows a
typical cloud-native applications stack.
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Figure 6. Modern application stack and risk profile.

Modern cloud-native services leverage technologies such as microservices, containers,
and serverless computing. With the increased adoption of cloud-native architecture, the risk
profile of the applications stack has also evolved and presents some new and unique security
challenges. A cloud-native architecture can be broken down into the following layers:

• Application code [130]: custom code may only make up to 10–20% of the codebase.
Any code vulnerabilities must be identified.

• Libraries [36]: Open source code typically represents up to 80–90% of the code base,
whereas open-source software can offer many benefits, such as rapid development
and cost-effectiveness, and can also introduce risks. Using open-source code exposes
the application to the vulnerabilities that exist in open-source libraries, which attackers
can exploit.

• Containers [131]: Linux packages inherited from public sources. Cloud-native ap-
plications rely on many third-party services, which can also introduce security risks.
These third-party services may have vulnerabilities or may not have adequate security
controls in place. The use of microservices and container technologies in cloud-native
applications has increased the complexity of the codebase. This complexity can lead
to security gaps, making identifying vulnerabilities and security risks difficult.

• Infrastructure-as-Code (IaC) [132]: with IaC, developers use code to describe the
desired configuration of their infrastructure, including servers, networks, storage, and
other resources, and deploy the infrastructure automatically using tools like AWS
Cloudformation, Terraform, or Puppet.

6.1. Security Risk Profiling and Mitigation

To mitigate such risks, it is essential to implement robust security measures throughout
the application development lifecycle. These measures may include using secure coding
practices, regularly patching and updating open-source libraries, performing vulnerability
assessments [133], penetration testing, implementing access controls, and using security
tools such as intrusion detection and prevention systems.

There are some specific things one can do to improve security posture. Firstly, one
can add some security gateways between the development stages to help catch earlier
vulnerabilities, as depicted in Figure 7. By scanning the code for security issues at different
stages of the SDLC and detecting security vulnerabilities early, security issues can be
addressed before they become more difficult and expensive to fix. Automated security
checks can be set up to reduce the manual effort required for security testing and allow
developers to focus on other critical tasks. Finally, security gateways can be integrated
with other tools in the SDLC, such as static analysis tools, continuous integration, and
continuous deployment tools that can help create a more streamlined and automated
security process.
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Figure 7. Secure SDLC.

The examination of the modern application risk profile presented in Figure 6, assists
towards elaborating more on each layer’s specific security measures.

Application Code: Static Application Security Testing (SAST) [134] methodologies
can be used to identify security vulnerabilities in the source code of an application (custom
code). SAST tools, depicted in Figure 8 can be run using the editor or an Integrated
Development Environment (IDE) to scan the application’s source code, looking for common
vulnerabilities such as SQL injection, cross-site scripting (XSS), buffer overflows, and other
security issues.

Figure 8. Static Application Security Testing (SAST).

SAST tools use pattern-matching and rule-based techniques to identify security vul-
nerabilities in the source code. During a SAST scan, the tool generates a report listing all
the security vulnerabilities found in the source code. The report includes details on the
location of the vulnerability, the type of vulnerability, and recommendations on how to fix
the issue. SAST is also useful for enforcing secure coding practices and standards, as the
tool can identify code that does not adhere to best practices and provide recommendations
for improvement.

Open Source Libraries: Nowadays, applications often rely on numerous dependen-
cies and third-party libraries. Each of them increases the security risk of the application.
Software Composition Analysis (SCA) [135] is an approach to identify any vulnerabilities,
bugs, or other potential issues that could affect the application’s overall performance. SCA,
depicted in Figure 9, is ideal for analyzing open-source or third-party integrations and their
dependencies to ensure that they do not introduce any security risks.



J. Cybersecur. Priv. 2023, 3 778

Figure 9. Software Composition Analysis (SCA).

SCA tools can automate the analysis process and provide developers with detailed
reports on the quality and security of their software components. These tools can also
provide recommendations for improving the overall quality and security of the software
application. SCA tools can significantly simplify the process by referencing the Common
Vulnerabilities and Exposures (CVE) database [136], which is essentially a standardized list
of publicly known vulnerabilities and security issues. Each CVE entry provides a unique
identifier, a brief vulnerability description, and any relevant references and solutions.
Moreover, it is essential to ensure any third-party or open-source packages are actively
being used and maintained by the community. Lastly, tools such as WhiteSource Bolt or
Black Duck are pivotal in searching for known vulnerabilities [137]. Again, their scope is
typically narrowed to the search of issues in databases of known vulnerabilities.

Containers: Containers are a form of virtualization that allows for lightweight and
portable deployment of applications, but they also introduce new attack surfaces and
security risks. First of all, containers are built using base images, which can contain
vulnerabilities that attackers can exploit. In addition, the container runtime environment
can be vulnerable to attacks if not configured securely. Furthermore, container orchestration
platforms [138], such as Kubernetes, can introduce security risks if not configured securely.
Containers may be subject to compliance requirements, such as HIPAA or PCI DSS. An
example of container security is depicted in Figure 10.

Figure 10. Container security.

Infrastructure-as-Code (IaC): Here, we refer to provisioning and managing infras-
tructure resources using machine-readable definition files rather than manual processes;
although IaC provides many benefits like automation, version control, repeatability, and
consistency [139], security should be a key consideration when implementing IaC since
any vulnerability or weakness in IaC code can be automatically propagated across all
infrastructure instances. An example of IaC is depicted in Figure 11.
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Figure 11. Infrastructure-as-Code.

Several principles should be considered, including:

• The principle of least privilege: To ensure that each user has only the minimum access
required to perform their tasks.

• Define who is authorized to run the scripts and who is not.
• Limit the permissions of authorized IaC users to what is necessary to perform their tasks.
• IaC scripts should ensure that the permissions granted to the various resources created

are limited to what is required.
• Network segmentation: The resources and their related dependencies are all secured

within a private subnet.
• Data encryption: A technique used to authenticate and encrypt data sent between two

services. Mutual Transport Layer Security (mTLS) ensures that traffic is secure and
trusted in both directions between a client and server, providing an additional layer of
security for users who log in to a network or applications.

Secure SDLC [140] is critical towards building secure, reliable, resilient software to
withstand cyber threats and attacks. By incorporating security into every phase of the
software development process, we can minimize the risk of security incidents and, at the
same time, comply with regulatory requirements.

It is of major importance to understand how these mechanisms should be implemented
in the context of cloud-native environments. This has been an increasingly important
research topic for cloud-native applications, especially in the case of applications that are
characterized by traits such as the vast amount of involved data (e.g., audio/video), the
simultaneous presence of multiple users, and low-latency & high-bandwidth requirements.

6.2. Shift Left and Static Testing Techniques for Enhancing Security

One prominent challenge is the detection of vulnerabilities before attackers can exploit
them. These vulnerabilities may be due to incorrect infrastructure configurations, vulnera-
bilities inherited from container-based images, or vulnerabilities in the application code.
With this in mind, Shift Left approach [141] should be considered. Shift Left in the context
of Secure SDLC refers to incorporating security measures and testing earlier in the develop-
ment process. This way, security concerns are identified and addressed proactively as early
as possible, rather than waiting until later stages or after the software has been released. By
using Shift Left practices, security shall become a fundamental aspect of the development
process rather than an afterthought. This shall help to prevent security vulnerabilities and
flaws from being introduced into the codebase, reducing the risk of security breaches and
other issues down the line. This approach also promotes better communication within
the development team and ensures alignment of security goals and requirements, leading
to more effective security solutions. Furthermore, the concept of Configuration as Code
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(CaC) [142], often employed in Shift Left practices, simplifies and automates configuration
provisioning and management, facilitating the integration of security checks directly into
code or configuration files. Finally, this approach assists towards complying with the
requirements of the various regulatory and standardization bodies.

Static Application Security Testing (SAST) [143] techniques are used to perform a
static (application at rest) scan of an application component’s source to assess the general
code quality and detect potential security vulnerabilities. This technique is limited to the
application code and does not examine environment or run-time-related vulnerabilities.
Issues are detected at the early stages of the software development life-cycle, reducing the
overall impact and the cost of mitigation.

On the other hand, Static Container Image Security Testing [144] is used for statically
scanning container images of application microservice components to search for known
vulnerabilities, typically by parsing through image packages or other dependencies. Au-
tomated static application testing combined with container testing techniques allows the
detection of a broad range of different vulnerabilities. They can be tightly integrated with
the basic DevOps pipeline or put aside as an additional set of tools. Several open security
assurance tools and software packages can potentially be part of a DevSecOps cycle for
application developers. Their selection is based on aspects like license type, capabilities,
open project activity and maturity, documentation, and the possibility of being extended.

In this regard, various tools can be employed for Shift Left and automating the process
and vulnerability search. Static Application Security Testing (SAST) tools like Check-
marx [145] allow verifying source code against known bad patterns that risk the security of
applications. Likewise, Dynamic Application Security Testing (DAST) [146] tools OWASP
Zed Attack Proxy (ZAP) [147] can be used to dynamically assess the running behavior
of applications as an attacker would. Moreover, tools like Microsoft Credential Scanner
(CredScan) are useful for identifying credential-related vulnerabilities and leaks in source
code and configuration files (e.g., default passwords, SQL connection strings, or exposed
private keys).

Furthermore, tools like Curiefense https://www.curiefense.io/ (accessed on 15 Au-
gust 2023) and Falco https://falco.org/ (accessed on 15 August 2023) are also fundamental
to detecting and reporting unexpected application runtime behaviors quickly. Falco, a
cloud-native threat detection engine, relies on monitoring Linux system calls in containers
to flag unexpected behaviors (e.g., privilege escalation events, suspicious reads/writes
to known directories). To accomplish that, Falco uses a set of predefined rules. Similarly,
Curiefense is a cloud-native tool capable of monitoring HTTP API requests and detecting
suspicious behaviors on HTTP traffic between containers. Despite all the benefits of such
tools, most existing tools mainly rely on using hard-coded rules, which might limit them to
only known vulnerabilities.

Cloud-native security can be split into four key levels, the so-called “4C’s”: the security
of cloud, clusters, containers, and code. Cloud security [148] concerns the security of the
underlying cloud environment. It is essential to ensure the principle of least privilege to
control, amongst others, the (network) access to the environment APIs, cloud provider
APIs, and nodes. The authors of [149] include the protection of the components of the
cluster (the applications). Their access should include authentication and admission control
mechanisms. For instance, network and pod policies are used as an admission control
method for controlling the allowed traffic and pod operations. Container security [150]
refers to implementing the best security practices to ensure containers are free from vul-
nerabilities. This might include the search for vulnerabilities, image signing to enforce
the usage of trustable images, and avoiding (detecting) running containers as privileged
users. Code security [151] encompasses methods to verify third-party libraries that may
be used, all the code and dynamic testing, the limitation of allowed ports, and the usage
of TLS or mTLS in all network communications. The Center for Internet Security (CIS)
Kubernetes Benchmarks https://www.cisecurity.org/benchmark/kubernetes (accessed
on 15 August 2023) provides guidelines for cybersecurity best practice recommendations

https://www.curiefense.io/
https://falco.org/
https://www.cisecurity.org/benchmark/kubernetes
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for configuring Kubernetes. The main goal is to provide a set of recommendations for
Kubernetes to improve security against threats.

Moreover, in accordance with the zero-trust model that was explored earlier, each com-
ponent should only be given the least amount of privileges it needs. For instance, this might
help to contain a lateral movement in the case of a compromised element. Nevertheless, this
is a significant challenge in cloud-native environments when considering all heterogeneous
assets used to support cloud-native applications (e.g., enforcing a common security strategy
from the infrastructure and orchestration layers up to the various containers constituting
the application).

In the same way, encryption-based techniques for protecting data access are both
a sensible choice and a mandatory requirement in several scenarios. For instance, the
network communications between containers should be encrypted. This can be natively
supported in the application logic or realized, as stated before, with the concept of ser-
vice meshes. Istio is a cloud-native service mesh implementation that aims to support
the orchestration of microservices which, together with Envoy proxies, allows the imple-
mentation of various traffic management techniques, including the dynamic enforcing of
mutual TLS between service communications. Tools such as Kube-bench [152] and InSpec
https://www.chef.io/products/chef-inspec (accessed on 15 August 2023) can be used to
perform such security assessments [153]. Kube-bench allows automating the implementa-
tion of CIS Benchmarks, offering recommendation actions for detected issues. Similarly,
InSpec allows the automation of infrastructure testing, auditing of applications, and policy
conformance. InSpec compares the actual state of the systems with the desired state, and
whenever it detects deviations, issues a report. Likewise, Kube-hunter, a vulnerability scan-
ning tool, aims to increase the awareness and visibility of security controls in Kubernetes
environments.

6.3. Continuous Security, Data Preserving, and Data Compliance

In cloud-native environments, implementing Continuous Security mechanisms by en-
forcing analyzing and monitoring [154] paradigms is crucial. Even so, security monitoring
approaches should not compromise the availability of the applications. Tools such as Falco
are pivotal to monitoring many aspects of cloud-native environments. Likewise, a network
security solution can be achieved by leveraging the capabilities of Istio and OPA [155].

Cloud environments do not target scenarios that involve a single user, but rather
highly complex multi-tenancy environments. Hence, it is also crucial to guarantee that only
authorized people shall have access to this environment and consequently access to specific
data or services. Having a proper authentication method and fine control of the required
privileges is also important. The concept of service meshes combined with a policy engine
can be used to provide such identification and access capabilities. Namely, Istio and OPA
offer a highly integrated solution that reconciles the benefits of a service mesh but also
offers a more centralized and comprehensive approach to enforcing security policies across
different security levels.

In every environment, it is important to consider that components can eventually
be compromised, so it is necessary to have a backup and recovery plan in case of failure.
Furthermore, it is important to test the backup and recovery plan by ensuring that the
involved people who are charged with this responsibility know all the steps to follow and
that the backup was executed correctly and without any issues. One of the tools that can be
used to help the process of doing a backup is Amanda (Advanced Maryland Automatic
Network Disk Archiver) [156], an open-source software that allows configuring a unique
backup server master to do a backup of various hosts in the network to tape drivers, disks,
or optical media.

Lastly, Data Compliance [157] and security share a strong interdependency. Data
Compliance measures ensure that organizations handle, store, process, and transmit data
securely and with privacy in mind. Hence, it’s crucial to adopt the best practices and
act according to legislation. Moreover, cloud environments can be composed of geo-

https://www.chef.io/products/chef-inspec
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graphically distributed environments where there is a need to be compliant with reg-
ulatory standards of cloud usage in accordance with various industry guidelines and
local/national/international laws. Cloud compliance ensures that cloud computing ser-
vices meet compliance requirements in the case of processing personal information. To
provide security assessments, tools like Kube-bench can be used to run multiple tests.
Whenever there is a test that fails, a recommendation to remediate the issue is provided.
Alternatively, InSpec also allows testing and auditing applications and infrastructure.

7. Solution Synergy

Establishing cybersecurity in cloud-native services is a multifaceted endeavor where
various technologies and methodologies converge synergistically. This section is dedicated
to showcasing how the various solutions that were explored in the previous sections of this
study work in synergy in order to facilitate the emergence of the features that are required
for establishing cybersecurity in cloud-native services. Table 3 depicts the mapping of
key features to the corresponding solutions. It is worth mentioning that each solution
corresponds to multiple key features. This happens due to the fact that each of these
solutions constitutes an amalgamation of various distinct technological paradigms, each
of which aims at facilitating different security features. Furthermore, each key feature is
associated with multiple solutions, because each solution enables the emergence of a key
feature at a different level by utilizing different means and methodologies.

Table 3. Mapping of features to solutions.

Key Features Solutions

Strong Access Controls

Service Mesh

Zero-Trust Architecture (ZTA)

Native AI and Security as a Service (SECaaS)

Security Risk Profiling and Mitigation

Network Segmentation

Zero-Touch Network and Service Management (ZSM)

Zero-Trust Architecture (ZTA)

Service Mesh

Data Encryption

Service Mesh

Native AI and Security as a Service (SECaaS)

Security Risk Profiling and Mitigation

Secure Communication

Zero-Touch Network and Service Management (ZSM)

Zero-Trust Architecture (ZTA)

Service Mesh

Shift Left and Static Testing Techniques
for Enhancing Security

Continuous Monitoring
and Intrusion Detection

Zero-Trust Architecture (ZTA)

Service Mesh

Autonomic and Cognitive Security Management

Shift Left and Static Testing Techniques
for Enhancing Security

Continuous Security, Data Preserving,
and Data Compliance
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Table 3. Cont.

Key Features Solutions

Disaster Recovery,
Incident Response,
and Data Backup

Zero-Touch Network and Service Management (ZSM)

Service Mesh

Security Risk Profiling and Mitigation

Shift Left and Static Testing Techniques
for Enhancing Security

Continuous Security, Data Preserving,
and Data Compliance

Process Automation

Zero-Touch Network and Service Management (ZSM)

Service Mesh

Security Aware Orchestration

Shift Left and Static Testing Techniques
for Enhancing Security

Vulnerability Management

Security Risk Profiling and Mitigation

Shift Left and Static Testing Techniques for Enhancing Security

Continuous Security, Data Preserving, and Data Compliance

Configuration Management
Zero-Touch Network and Service Management (ZSM)

Shift Left and Static Testing Techniques
for Enhancing Security

Continuous Security Testing

Security Risk Profiling and Mitigation

Continuous Security, Data Preserving, and Data Compliance

Shift Left and Static Testing Techniques
for Enhancing Security

7.1. Strong Access Controls

Together, ZTA, service meshes, Native AI and SECaaS, and Security Risk Profiling and
Mitigation establish a holistic approach to strong access controls that emphasizes contin-
uous verification, least privilege, and adaptive responses, enhancing the organization’s
overall security posture. ZTA redefines access controls by adopting a “never trust, always
verify” approach, ensuring stringent verification of identity, device health, and context
for all entities. Service meshes complement this philosophy by providing granular access
control mechanisms for microservice-based applications, enforcing secure communication
between authorized services. Native AI and SECaaS continuously monitor behaviors,
promptly adjusting access permissions based on real-time threat detection, and fortify-
ing strong access controls against evolving threats. Concurrently, Security Risk Profiling
and Mitigation assesses vulnerabilities and risks, guiding access control decisions, and
ensuring that access controls align with identified security concerns, thereby reducing the
attack surface.

7.2. Network Segmentation

Service meshes ETSI ZSM and ZTA are interconnected elements that contribute to
network segmentation and bolster network security and management. Service meshes
excel at securing and governing communication between microservices within applica-
tions, granting service-level segmentation within the application architecture. ETSI ZSM
serves as a comprehensive framework and standard for automating network and service
management, enabling the efficient orchestration of network segmentation policies and
ensuring consistent application of security measures across network segments. Zero-trust
architecture, a security paradigm that assumes no inherent trust, can be applied to both
service-to-service communication (inside service meshes) and network-level access control
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(within network segmentation), thereby establishing a robust security posture where trust
is never taken for granted, and access control is meticulous. The convergence of these three
concepts facilitates a unified approach to network segmentation, fortifying security and
management capabilities by securing communication at both the application and network
layers while automating and orchestrating network segmentation.

7.3. Secure Communications

ETSI ZSM, ZTA, service mesh, and Shift Left and Static Testing Techniques all play vital
roles in enhancing the security of communications within modern network and application
ecosystems. ZSM’s automation framework ensures that network resources are optimized
and security policies are consistently enforced, actively contributing to the establishment of
secure communication channels. Meanwhile, ZTA, with its fundamental principle of dis-
trust by default, strengthens secure communications through rigorous identity verification
and continuous authentication, ensuring only authorized entities can access and exchange
data. Service mesh further reinforces secure communications by applying authentication,
authorization, and encryption mechanisms to inter-microservice communication within
applications, guaranteeing data confidentiality during transit. Lastly, Shift Left and Static
Testing Techniques, when integrated into the development process, proactively identify and
rectify security vulnerabilities, thereby establishing secure communication as an inherent
aspect of application design and development, fortifying the overall security posture across
diverse IT environments.

7.4. Data Encryption

Service meshes, Native AI, SECaaS, and Security Risk Profiling and Mitigation all
have a role in fortifying data encryption strategies to bolster data security. Within the
context of data encryption, service meshes serve as a protective layer for data in transit
within microservice-based applications, ensuring secure communication through mecha-
nisms like TLS or mTLS. Native AI, when integrated into security solutions, contributes
to data encryption by detecting anomalies in encryption key usage or protocol utilization,
continuously monitoring and adapting encryption policies to evolving threats. SECaaS
providers offer encryption solutions for various data storage and communication chan-
nels, simplifying the implementation of robust encryption measures without requiring
extensive in-house expertise. Meanwhile, Security Risk Profiling and Mitigation efforts
identify encryption as a pivotal control to mitigate specific security vulnerabilities and
risks, particularly concerning data protection and compliance. Collectively, these elements
converge to create a comprehensive approach to data encryption, enhancing overall data
security across diverse IT environments.

7.5. Continuous Monitoring and Intrusion Detection

ZTA, service mesh, Continuous Security practices, Data Preserving and Data Compli-
ance measures, and Shift Left and Static Testing Techniques all play integral roles in the
context of Continuous Monitoring and Intrusion Detection. ZTA’s fundamental principle
of mistrusting all entities aligns seamlessly with continuous monitoring efforts, where all
network activity, both internal and external, undergoes vigilant scrutiny for anomalies and
potential intrusions. Meanwhile, service mesh offers insights into communication patterns
within microservice applications and enforces security policies like encryption, contributing
to enhanced intrusion detection capabilities. Continuous Security practices encompass the
ongoing assessment of security, including monitoring network traffic, system logs, and
user activities to swiftly identify and respond to threats. Data Preserving and Compliance
measures help safeguard data integrity and compliance during monitoring, ensuring data
remain secure and compliant. Lastly, Shift Left and Static Testing Techniques, integrated
into the development process, serve to preemptively uncover and address vulnerabili-
ties, reducing potential intrusion points and bolstering the overall efficacy of Continuous
Monitoring and Intrusion Detection. Together, these elements collectively fortify an orga-
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nization’s security posture by providing the necessary tools and strategies for detecting,
mitigating, and preventing security breaches in a continuously evolving threat landscape.

7.6. Disaster Recovery, Incident Response, and Data Backup

ETSI ZSM, service mesh, Security Risk Profiling and Mitigation, Shift Left and Static
Testing Techniques for Enhancing Security, Continuous Security, Data Preserving, and
Data Compliance collectively form an integrated approach to disaster recovery, incident
response, and data backup. ETSI ZSM’s automation framework ensures resilient network
and service configurations, expediting recovery during disasters. Service mesh offers
enhanced security within microservices applications, facilitating anomaly detection during
incident investigations and ensuring service availability during recovery efforts. Security
Risk Profiling identifies vulnerabilities and risks that could lead to incidents, informing
proactive mitigation measures. Shift Left and Static Testing Techniques reduce the incidence
of vulnerabilities in applications, contributing to incident prevention. Continuous Security
monitoring provides early detection of incidents, whereas Data Preserving measures like
backup and compliance ensure data integrity and availability for disaster recovery and
incident response. These elements collectively fortify an organization’s ability to withstand
and recover from disruptions, fostering a robust security and business continuity posture.

7.7. Process Automation

ETSI ZSM, service mesh, Shift Left, and Static Testing Techniques for Enhancing
Security are interconnected in their roles within process automation, particularly in the
context of bolstering security within organizational workflows. ETSI ZSM, functioning
as a network and service management automation framework, streamlines processes by
efficiently allocating resources and enforcing security policies, minimizing manual inter-
vention, and mitigating potential human errors. Service mesh further enhances automation
by automating security aspects of microservice-based communication, ensuring consistent
policy application across services, and simplifying complex application environments.
Shift Left and Static Testing Techniques, integrated early in the software development
lifecycle, contribute to process automation by automating security testing, swiftly identi-
fying and rectifying vulnerabilities before deployment, expediting security assessments,
and reducing the necessity for manual code scrutiny. Together, these components drive
process automation by automating various network, service, and security tasks, ultimately
enhancing efficiency, consistency, and security throughout an organization’s operations
and development lifecycle.

7.8. Vulnerability Management

Security Risk Profiling and Mitigation, Shift Left, and Static Testing Techniques for
Enhancing Security, Continuous Security, Data Preserving, and Data Compliance are
intricately interwoven with vulnerability management, creating a cohesive strategy for
identifying, prioritizing, and mitigating vulnerabilities. Vulnerability Identification is
fortified through early detection in the software development lifecycle (Shift Left) and
ongoing vulnerability scanning and real-time monitoring (Continuous Security). Security
Risk Profiling aids in prioritization based on the risk posed by identified vulnerabilities,
directing vulnerability management efforts toward the most critical threats. Mitigation
strategies benefit from Shift Left practices, ensuring security controls and configurations
are rigorously tested before deployment, whereas Data Preserving and Data Compliance
measures safeguard sensitive information during mitigation. Continuous Monitoring
offered by Continuous Security maintains a vigilant stance, identifying new vulnerabilities
and promptly incorporating them into vulnerability management processes. Together, these
elements establish a comprehensive approach to vulnerability management that efficiently
addresses vulnerabilities, prioritizes them based on risk, and maintains data security and
compliance throughout the vulnerability lifecycle.
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7.9. Configuration Management

Shift Left and Static Testing Techniques for Enhancing Security, in conjunction with
ETSI ZSM, play a pivotal role in fortifying Configuration Management’s security and
reliability aspects. Shift Left practices advocate the integration of security assessments into
the early stages of the software development lifecycle, employing static code analysis and
other static testing methods to uncover vulnerabilities and security flaws. These techniques
are equally applicable to Configuration Management, where they ensure the early detection
and remediation of security-related issues in configuration files and settings. Meanwhile,
ETSI ZSM automates network and service management, encompassing configuration
management for network devices and services. This automation facilitates the consistent
application of security configurations, such as access controls and firewall rules, reducing
the risk of misconfigurations that could lead to security breaches. Collectively, Shift Left,
Static Testing Techniques, and ETSI ZSM synergize to bolster Configuration Management,
ensuring that security configurations are validated, accurate, and compliant, thus enhancing
the overall security and reliability of IT environments.

7.10. Continuous Security Testing

Security Risk Profiling and Mitigation, Shift Left and Static Testing Techniques for
Enhancing Security, Continuous Security, Data Preserving, and Data Compliance are all
interconnected components of Continuous Security Testing. Security Risk Profiling and
Mitigation contribute by assessing vulnerabilities and prioritizing them based on risk,
guiding testing efforts to address the most critical threats. Shift Left practices ensure early
integration of security testing, including static code analysis, into the development process,
reducing vulnerabilities introduced in code changes. Continuous Security encompasses
real-time threat detection and vulnerability scanning during testing, ensuring continuous
assessment of security. Data Preserving measures secure data during testing whereas
Data Compliance ensures regulatory adherence. Together, they form a holistic approach
to maintaining an ongoing, effective, and compliant security testing process, minimizing
security risks and vulnerabilities throughout the software development lifecycle.

8. Conclusions

Cybersecurity is not a one-time activity, but rather a continuous process that requires
constant learning and improvement. Indeed, the security of cloud-native services is a
fast-paced and ever-evolving landscape, requiring constant adaptation to cope with emerg-
ing threats and vulnerabilities. In light of that, the main motivation behind this work is
to identify and examine desired cybersecurity key aspects and features that are of vital
importance in the context of establishing security in cloud-native services. Additionally, in
this article, we also discussed existing open-source solutions and enabling technologies
to implement these features effectively. Furthermore, we performed a systematic review
and exploratory analysis that maps the pivotal aspects of security in cloud-native services
to the corresponding features, and these features to their contemporary solutions. This
exploratory analysis included various fundamental solutions for establishing cybersecu-
rity in cloud-native services such as ZSM, ZTA, service meshes, Native AI and SECaaS,
Security Risk Profiling and Mitigation, Shift Left and Static Testing, as well as Continu-
ous Security, Data Preserving, and Data Compliance techniques for enhancing security.
Finally, we showcased how these solutions can operate in synergy in order to establish the
various features.

DevOps and SecDevOps emphasize collaboration between development, operations,
and security teams by breaking down silos and encouraging communication and teamwork.
Automating key processes such as testing, deployment, and configuration management,
DevOps can help accelerate software delivery. Using CI/CD pipelines, it is possible to
catch and fix bugs and other issues early in the development process. Integrating a Shift
Left approach can help to identify security vulnerabilities early and in some cases prevent
security issues from arising in the first place. Recent approaches and concepts such as ETSI
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ZSM, ZTA, and service meshes are also rooted in the idea of built-in mechanisms capable of
supporting a more comprehensive, automated and fine-grain security posture through the
observability, segmentation, and analysis of various security dimensions. Finally, emerging
advances in AI are set to disrupt the way threats and vulnerabilities are detected and
prevented. AI-based anomaly detection systems can play a crucial role in the analysis of
large amounts of data. AI-powered predictive systems can help to predict security issues
based on historical data and trends.

The insights and findings of this work can be used by cybersecurity professionals,
such as developers and researchers, to enhance the security of cloud-native services. It
is worth pointing out that this work examines security in cloud-native services from a
rather broad perspective. However, each type of cloud-native service is intertwined with
a plethora of functional and QoS requirements. Such requirements are bound to have a
significant impact on the security measures that are being deployed. Thus, any attempt
at applying the insights and findings that emerged from this work shall be accompanied
by a detailed analysis of such requirements and intricacies that are associated with the
respective type of cloud-native service. Such scientific investigations are capable of
giving birth to further research that aims at applying the findings of this work in a more
service-type-specific manner.
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