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Abstract: Maintaining hand hygiene has been an essential preventive measure for reducing disease
transmission in public facilities, particularly during the COVID-19 pandemic. The large number of
sanitizer stations deployed within public facilities, such as on university campuses, brings challenges
for effective facility management. This paper proposes an IoT sensor network for tracking sanitizer us-
age in public facilities and supporting facility management using a data-driven approach. Specifically,
the system integrates low-cost wireless sensors, LoRaWAN, and cloud-based computing techniques
to realize data capture, communication, and analysis. The proposed approach was validated through
field experiments in a large building on a university campus to assess the network signal coverage
and effectiveness of sensor operation for facility monitoring. The results show that a LoRaWAN
created from a single gateway can successfully connect to sensors distributed throughout the entire
building, with the sensor nodes recording and transmitting events across the network for further
analysis. Overall, this paper demonstrates the potential of leveraging the IoT-based Sanitizer Station
Network to track public health mitigation methods in a large facility, which ultimately contributes to
reducing the burden of maintaining public health during and post-pandemic.

Keywords: Internet-of-Things; LoRaWAN; facility management; public health; COVID-19

1. Introduction

Preventive measures are among the critical strategies for reducing the burden of the
COVID-19 pandemic. Following the guidance of the Centers for Disease Control and
Prevention (CDC) [1] within the U.S. and that of other health agencies around the world,
these prevention measures include mask wearing, maintaining physical distance from
others (i.e., “social distancing”), hand hygiene, deep cleaning, and disinfection. Recent
studies suggest that preventive measures will continue to be important, particularly in the
current context of vaccination efforts [2–4]. As one of the essential preventive measures
performed at an individual level, maintaining good hand hygiene using alcohol-based
sanitizers can effectively reduce the spread of the virus, which warrants the scalable
deployment of sanitizer stations in public spaces such as hospitals, shopping malls, office
buildings, and university campuses. However, deploying a large number of sanitizer
stations throughout a large area and in multiple buildings creates challenges for effective
facility management. In particular, sanitizer dispensers should be refilled as soon as they
empty so that they are available when needed. In this sense, the facilities operations team
should be able to (i) monitor the usage of sanitizer stations; (ii) readily identify the locations
and number of sanitizer stations that need refilling; and (iii) generate the schedule and route
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for maintaining the sanitizer stations accordingly. These requirements demonstrate the
need for automated usage tracking of sanitizer stations distributed throughout a large area.

Internet-of-Things (IoT)-based monitoring applications have quickly become an im-
portant part of our daily lives, and their importance and ubiquity will continue to grow,
particularly as they enable large-scale deployments and “smart city” applications [5] such
as parking [6] and waste management [7]. Several researchers have described a design
framework for these applications (e.g., Fahmideh, et al. [8]) and challenges to implemen-
tation (e.g., Syed, et al. [9] and Belli, et al. [10]). IoT devices equipped with Long-Range
Wide-Area Network (LoRaWAN) transceivers are now also feasible for monitoring systems
to support smart cities, i.e., usage at the city, urban, or rural scale [11–13]. Example appli-
cations that have demonstrated the use of LoRaWAN in smart city applications include
those monitoring traffic systems (car parking [14] and traffic lights [15]), infrastructure
(e.g., lighting control [16]), urban environment (e.g., air quality [17,18]), and utility me-
tering [19]. In addition to the monitoring and control of assets, LoRaWAN is also widely
used for large-scale human health monitoring as a component of e-health solutions [11].
These include monitoring of both human physical status (such as blood pressure, glucose,
and temperature on an urban scale [20]) and location [21,22]. In sum, LoRaWAN-based IoT
systems enable solutions for large-scale monitoring for both assets and humans in dense
urban areas.

Applications of LoRaWAN-based IoT systems also provide an opportunity for improv-
ing public health during the current pandemic. Particularly, IoT techniques can facilitate
sanitizer usage tracking within facilities throughout a large area. Recent advances in
IoT technologies enable an integrated approach for wireless sensorized infrastructure to
monitor public hygiene in real time or near real time. Applying ubiquitous computing,
wireless communication, and smart-and-connected devices allows the transfer of data and
information rapidly and reliably [23]. A review of recent studies deploying IoT-based
sanitizer stations is provided in Table 1.

Applications of IoT-based sanitizer stations have been set up in health facilities [23–25]
such as hospitals, clinics, and nursing homes. The early-stage adoption of sensorized
sanitizer stations aims at ensuring compliance with hand hygiene among the medical staff,
which is vital in controlling the spread of disease in medical facilities. Such IoT-based
systems typically rely on installing sensors (e.g., infrared sensors [23]) on sanitizer stations
and RFID tags on each medical staff, which allows the monitoring of hand hygiene activities
of each identifiable staff. Therefore, such systems are more appropriate for deployment in
private spaces where regular users of the sanitizer stations can be equipped with ID tags.

In the wake of the COVID-19 pandemic, recent studies have started to apply IoT-based
sanitizers for improving public hygiene. Herbert, et al. [26] developed sanitizer stations
with UV light and cameras, which provide real-time feedback of hand cleaning performance
to users to improve their hand hygiene practices. A study by Sumbawati, et al. [27] also
deployed a smart control mechanism on the sanitizer station to reduce sanitizer waste.
Despite the importance of enhancing hand hygiene via IoT-based sensors, there is also a
need for effective management of sanitizer stations at scale during the pandemic—a scale
that is often 10 to 100 times the number compared to pre-pandemic numbers. In this sense,
recent works have also explored leveraging sensors for monitoring usage and levels of
sanitizer in stations in real time [28,29]. However, such works focus mainly on the design of
sensorized sanitizer stations to measure the sanitizer usage. The detected usage data should
be converted into actionable information for facility management personnel. However,
there has been limited reporting on investigations into the design and development of
IoT systems to support facility management of sanitizer stations at scale. Hence, there is
a need for a proof-of-concept demonstration of sensorized sanitizer stations for scalable
deployment in real-world application scenarios, which is not implemented in related
studies [28,29]. Given the vital role of individual-level preventive measures, a scalable
IoT-based public sanitizer station network to assess usage at the facility level can benefit
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broader stakeholders, including the facilities managers, field operators (e.g., janitors),
public health professionals, and building occupants.

Table 1. Review of related studies.

Studies Application Scenario Deployed Techniques

Herbert, Horsham, Ford, Wall and
Hacker [26]

Applying a smart handwashing station to
improve hand hygiene compliance with

real-time feedback (regarding the
effectiveness of handwashing).

Camera, UV light, and tablet installed on
handwashing station for detecting and
displaying unwashed areas of hands.

Chowdhury and De [29] Sensorized sanitizer station to monitor the
sanitizer usage and remaining level.

Liquid stage sensor installed on sanitizer
station, with WiFi for data communication.

Bal and Abrishambaf [23]
Sensorized sanitizer station to monitor the

compliance with hand hygiene of
medical staff.

RFID tag and an infrared sensor for
monitoring the hand hygiene compliance

of each staff; ZigBee and WiFi for
data communication.

Meydanci, Adali, Ertas, Dizbay, and
Akan [25]

Sensorized sanitizer station for monitoring
the compliance with hand hygiene of

medical staff.

RFID tags for monitoring hand cleaning
behaviors; ZigBee for data communication.

Tadikonda [28] Sensorized sanitizer station for monitoring
the level of sanitizer.

Ultrasonic sensor for monitoring the level
of sanitizer bottle; WiFi for

data communication.

Sumbawati, Chandra, Wrahatnolo,
Ningrum, Khotimah, and Fathoni [27]

Sensorized dispenser with smart control for
automated serving of sanitizer and

reducing waste.

Ultrasonic sensor for detecting presence of
human hands.

In summary, the motivation for the proposed approach is outlined in Figure 1. The
need for scalable deployment of sanitizer stations brings challenges for facility management.
IoT-based systems can help to overcome the challenge of large-scale facility management
for facility managers, operators, and occupants. However, the review of related studies in
Table 1 shows a lack of design, development, and field tests of IoT-based sanitizer station
systems for supporting effective public facility management. Therefore, as an initial stage
of ongoing research, this study developed a proof-of-concept IoT sensor network to track
sanitizer usage in a public space and support facility management using a data-driven
approach. A case study was conducted in a large building on The Pennsylvania State
University’s University Park campus. Specifically, we developed a wireless monitoring
unit comprising a commercial-off-the-shelf (COTS) wireless sensor unit and a 3D-printed
holder with compliant mechanism to register dispenser interactions. This allows these
units to be quickly and easily installed via a “plug-and-play” approach on existing sanitizer
dispensers located on campus. We deployed a LoRaWAN gateway for delivering the
wireless sensor network (WSN) data to the cloud. A cloud-based platform was developed
for data management, analysis, and reporting, with an aim to support the decision-making
of the facility management team via an evidence-based approach. In addition to the
system design and development, we also tested the system’s operation in a large building
on campus.
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This paper is organized as follows: Section 2 describes the design, development, and
testing of our IoT system. The results of the system test are discussed in Section 3. Finally,
conclusions and potential further development paths are described in Section 4.

2. Materials and Methods

Here we describe the design, development, and implementation of the IoT-based
Sanitizer Dispenser Network. The overview of the design effort is introduced first, followed
by a description of each subsystem. Finally, we discuss the implementation and testing of
the prototype system we developed.

2.1. Concept Development

The system we developed (i) tracks usage of sanitizer dispensers in (near) real time on
campus; (ii) saves the historical data of sanitizer interactions, and (iii) reports the sanitizer
operational status and usage patterns to support facility management (data that can also be
assessed by public health professionals). Figure 2 provides a block diagram as an overview
of the proposed system. Instead of developing a new IoT-based sanitizer station prototype
as in related studies, the existing sanitizer stations on campus are upgraded by installing
a sensor module and 3D-printed sensor holder with compliant mechanism, which aims
at monitoring dispenser interactions in (near) real time (data are collected and sent every
10 min, which can be set shorter or longer). The captured data from the sensor units are
communicated to the cloud-based network server over LoRaWAN. The cloud network
server sends the collected data to the application server. The data analysis programs
running on the application server transform data from sensors into estimates of sanitizer
usage. Such information is presented in real time via dashboards and triggers automated
notification (e.g., identified sanitizer dispensers requiring bottle replacement) to the facility
management team.
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2.2. Sensor Module Selection

The Radio Bridge Dry Contact Sensor (Type: RBS301-CON LoRa [30]) was selected for
this study due to the following features.

• Low-cost: each sensor costs USD 40–45, which is affordable for deployment scale up.
• Wire-free power supply: the sensors are powered by batteries with a lifetime of up

to 5–10 years. The sensors are, therefore, easy to deploy and have no requirement of
being near a power source.

• Wireless data communication: the sensors use LoRaWAN for data communication,
which is a low-power solution for long-range communication.

• Remote configuration and management: the sensor manufacturer provides an ac-
cessible network server service (Radio Bridge Console [31]), allowing remote sensor
configuration and troubleshooting.
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• Multiple triggering mechanisms: the sensor can detect several different events through
three different mechanisms, namely, wire connection/disconnection (Event A), tamper
switch for detecting sensor shell open (Event B), and magnetic trigger for sensor status
checking (Event C).

We designed our unit to register different dispenser interactions through judicious use
of the sensor module’s three triggering mechanisms. These three triggering mechanisms
allow the sensor module to detect several different user interactions with the dispenser, such
as regular use (i.e., push of the dispenser lever via Event A, wire connection/disconnection),
sanitizer bottle replacement by janitorial staff (via Event B, tamper switch), and sensor
status checking (via Event C, magnet trigger). As shown in Figure 3, a data packet is sent
to the network server containing the events that occurred and their quantity during the
reporting interval (set to 10 min in our system). A time-stamp for each data packet captured
by the sensors is automatically generated by the sensors, which is used for monitoring
sensor operation.
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2.3. Sensor Deployment
2.3.1. Existing Sanitizer Dispenser Stations

The existing sanitizer station used throughout campus is shown in Figure 4. The sanitizer
bottle located inside the dispenser is squeezed and releases sanitizer when the user pushes the
lever at the bottom. The dispenser needs to be opened to remove the spent bottle and replace
it with a new bottle.
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2.3.2. “Plug-and-Play” Sensor Unit Design for Monitoring Dispenser Interactions

The IoT system enables the monitoring of the dispenser and sanitizer usage patterns,
and can be used to estimate the volume of sanitizer remaining within the dispenser, which
can be used for prediction of which dispensers will be empty and when. By using the dry
contact sensor, the system monitors two types of dispenser interaction events: (i) push of
the dispenser lever by a user, which indicates when and how much is used (each lever push
dispenses a given quantity of sanitizer) and (ii) opening of the dispenser for replacement
of the sanitizer bottle. Recording of these two events allows the system to determine the
number of “push” events that typically occur between replacement of the sanitizer bottle,
which can be used (i) to infer when the dispenser will be empty and (ii) to develop a
schedule for dispenser service. To accurately differentiate the two events, we developed
two add-on components, a compliant mechanism and sensor module holder, and integrated
them with the sensor module for plug-and-play deployment within each dispenser already
located in the field.

Compliant Mechanism. The compliant mechanism, shown in Figure 5 was designed to
require no change in procedure for maintenance staff when replacing a sanitizer bottle. The
device is based on a cantilevered beam and consists of three main components (Parts A, B,
and C in Figure 5a). Part A wraps around the sensor module (left-most object in Figure 3),
Part B contacts the sanitizer bottle when inserted, and Part C attaches to the sensor holder
and contains the compliant beam. When a sanitizer bottle is inserted, Part B is pressed and
deflects the beam in Part C, which is attached to Part A and pulls on the sensor module.
The sensor module has an internal tamper switch that is depressed by an extrusion on its
lid to detect when the lid is removed. The lid extrusion can be easily removed, providing
external access to the tamper switch. The sensor module holder, shown in Figure 5b, has
an extrusion on its face that contacts the tamper switch when the compliant mechanism is
undeflected. Insertion of the sanitizer bottle causes the compliant mechanism to deflect,
pulling the sensor box away from the sensor module holder and releasing the tamper
switch from the extrusion, registering this event.
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sanitizer dispensers: (a) compliant mechanism and (b) sensor module holder.

The compliant mechanism can be 3D-printed without the use of support material and
is held together with an interference fit. The angle of the beam relative to the fixed portion
creates an active load on the sensor box, keeping the tamper switch closed when a bottle is
removed. Once a bottle is inserted, the beam will remain deflected (tamper switch open).

Sensor Module Holder. The sensor module holder and long-arm microswitch assembly
detects the movement of the dispenser’s hand-actuated lever and triggers the “push” event.
The sensor module holder is also 3D-printed. The design leverages the existing “T-Slot”
feature on the original dispenser box for alignment and installation. The entire assembly is
field-installed using a plug-and-play approach in less than 1 min per dispenser (Figure 6).



Smart Cities 2021, 4 985

Smart Cities 2021, 4, FOR PEER REVIEW  7 
 

 
Figure 5. 3D-printed components to provide “plug-and-play” deployment and operation within 
sanitizer dispensers: (a) compliant mechanism and (b) sensor module holder. 

The compliant mechanism can be 3D-printed without the use of support material and 
is held together with an interference fit. The angle of the beam relative to the fixed portion 
creates an active load on the sensor box, keeping the tamper switch closed when a bottle 
is removed. Once a bottle is inserted, the beam will remain deflected (tamper switch 
open). 

Sensor Module Holder. The sensor module holder and long-arm microswitch assem-
bly detects the movement of the dispenser’s hand-actuated lever and triggers the “push” 
event. The sensor module holder is also 3D-printed. The design leverages the existing “T-
Slot” feature on the original dispenser box for alignment and installation. The entire as-
sembly is field-installed using a plug-and-play approach in less than 1 min per dispenser 
(Figure 6). 

 
Figure 6. Sensor holder design for “plug-and-play” deployment in existing dispensers. 

2.4. Wireless Network 
The wireless network infrastructure includes (i) a wide-area network for communi-

cating data collected by the sensor modules; (ii) a network server for receiving the sensor 
data; and (iii) an application server for hosting the received data, data analysis program, 
and reporting dashboards. 

Figure 6. Sensor holder design for “plug-and-play” deployment in existing dispensers.

2.4. Wireless Network

The wireless network infrastructure includes (i) a wide-area network for communi-
cating data collected by the sensor modules; (ii) a network server for receiving the sensor
data; and (iii) an application server for hosting the received data, data analysis program,
and reporting dashboards.

2.4.1. Wide-Area Network

The Long-Range Wide-Area Network (LoRaWAN) is used to connect the sensor mod-
ules located within the distributed dispensers. We used the MultiTech Conduit gateway
(MTCDT-247A [32]) for creating the network, which has the following advantages:

• Private WAN: the wireless network can be created using a single gateway without
paying for access to a cellular network.

• Long-range communication: the signal coverage range can be up to 10 miles (16 km)
with line-of-sight and approx. 1–3 miles (1.5–5 km) around/inside buildings.

• Cost-effectiveness: the LoRa network follows a “star topology”, with which a single
gateway (USD 600) can cover up to hundreds of end-node devices for decreased cost
of implementation.

In addition, although we did not implement this, it is possible to access existing open
LoRaWAN networks that have seen deployment around the world.

2.4.2. Network Server

We used the Radio Bridge Console [31] as a network server, which is provided by
the sensor manufacturer for receiving data and configuring sensors. Figure 7 shows an
example of sensor configuration, during which the sensors were set to record only the “wire
connection” event and accumulate all such events detected during a 10-min interval. (As
either connection or disconnection indicates the dispenser lever has been pushed, recording
only one of them is sufficient for indicating that the lever has been pushed.) A sample data
packet received from the sensor is provided in Figure 8, which shows the sensor name (to
identify the sensor, as signals from multiple sensors are sent to the console), time-stamp,
event type, and signal quality encapsulated in the received data packet. Notably, the
application programming interface (API) is provided by the console, which is an uplink for
relaying data packets to the subsequent application server for analysis.
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2.4.3. Application Server

The TagoIO platform [33] was selected as the application server for storing, analyzing,
and visualizing the sensor output. By processing the received data packet, the application
server is designed to realize the following functionalities:

• Sensor status checking: the received data packet is used to monitor the sensor opera-
tional status, such as signal quality (via the received signal strength indicator, RSSI)
and battery life.
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• Real-time tracking of sanitizer usage: both the “push” and “replace” events are ana-
lyzed to monitor the number of push events after the most recent replacement, which
tracks sanitizer usage.

• Visualization: dispenser conditions and their locations are presented graphically.
• Usage-pattern discovery: the recorded sanitizer usage data can assist in discovering

historical patterns, such as the temporal and spatial usage trends on campus, which
can help in assessing compliance with hand hygiene recommendations.

• Early warning of empty sanitizers: rule-based alarms and notifications can be set to
notify the facility managers and operators about sanitizer dispensers close to empty
and those that are malfunctioning.

Notably, the sensor status checking and real-time tracking of sensor events (e.g., push and
replace) were realized by running the authors’ program (in Python) on the TagoIO platform
with an API (the TagoIO library) provided by the platform (Figure 9). Data visualization and
pattern discovery were conducted via ad hoc analysis programs (mainly using the libraries
Pandas and Matplotlib in Python). The notification function is a web application provided by
TagoIO when sensing data are streaming into the platform. The codes and programs used in
this study were available at the authors’ GitHub repository (https://github.com/JunqiZhao/
IoT-Analysis/tree/master/Code, accessed 7 July 2021).
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2.5. Test of Sanitizer Dispenser Network Operation

After the design and development of the proof-of-concept prototype, this study pro-
ceeded to validate the proposed system through a two-step procedure. First, for a single
end-node sensor unit, we conducted a lab experiment to test the performance of different
sensor configurations for reducing the missed detection of sensor events (see Section 2.5.1).
Second, we further deployed 25 end-node sensors on sanitizer stations in a building as a
field test, which helped to validate the operation of proposed sensor network in a real-world
application scenario (see Section 2.5.2).

2.5.1. Test of Sensor Configuration

During our initial testing of the sensor module, we observed that, when the dry
contact input was rapidly connected and disconnected, the event could miss being detected.
Further investigation uncovered two possible reasons for this: (i) the fastest sampling rate
of the sensor module is every 250 ms (4 Hz), so connect/disconnect cycles faster than
this may be missed; or (ii) the sensor module does not register the event when sending
information to the network server. To address these issues, we reconfigured the sensor
mode to be “quasi-real-time”, in which the sensor keeps tracking the connect/disconnect

https://github.com/JunqiZhao/IoT-Analysis/tree/master/Code
https://github.com/JunqiZhao/IoT-Analysis/tree/master/Code
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events but stores this information on the sensor module, then sends out the cumulative
counts at a fixed interval (e.g., every 10 minutes). Such an approach helps to mitigate the
chance of conflict between dry contact detection and data communication.

A test was conducted to evaluate the effectiveness of reducing missed detections after
the sensor module was configured as described above (see Figure 10 for comparison). Two
dry contact sensors were connected then disconnected rapidly (about one connect and
disconnect per second) 10 times, during which one of the sensors was reconfigured for
data transmission at 1-min intervals and the other operated in real time. We repeated
the test 10 times and compared the detected events from the two sensor modules. As
the two sensors were connected/disconnected at the exact same time, the difference in
the number of detected events could reflect the effectiveness of sensor configuration in
reducing misdetection. The results of this test are discussed in Section 3.1.
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2.5.2. Field Test of Sanitizer Network Operation

To test the operation of the proposed approach in a real-world scenario, we further
deployed the developed prototype on a university campus as a case study. The Hammond
Building on Penn State’s University Park campus was selected for deployment of the
developed sensor units due to its size and the large number of installed sanitizer stations.
The Hammond Building is a four-story (with sub-basement) building that was constructed
in the 1950s using reinforced concrete with an aluminum frame curtain wall and internal
metal walls. It has a total area is 159,912 sq. ft. [34] and represents an extremely challenging
environment for radio-frequency propagation. As shown in Table 2 and Figure 11, a total of
24 sensors were deployed in sanitizer stations throughout the building. The gateway was
deployed on the second floor, near the center of the building. The gateway was connected
to the building’s IT network via a 1000 BT wired connection.
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To test the gateway coverage and sensor signal quality, we kept all the sensors oper-
ating for five consecutive days from 1 to 5 January 2021. All the sensors were configured
with a 10-min reporting interval that reported all the detected events within that interval.
The test results are presented and discussed in Section 3.2.
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Table 2. Sensor module deployment.

Device Location

Gateway 2nd Floor (213) × 1

Sensors
1st Floor × 7

2nd Floor × 14
3rd Floor × 3

3. Results and Discussion
3.1. Test of Sensor Module Configuration

The objective of the sensor configuration test was to identify the proper sensor config-
uration for reducing the missed event detections. The results of the sensor reconfiguration
test are provided in Table 3 The error rate in this test was defined as the ratio of missed
event detections under different configurations. Results in Table 3 show the interval-based
approach had an average error rate of 0.06 among 10 independent experiments. However,
the real-time approach had an average error rate of 0.7, indicating over 70% of contacts in
the experiments were missed. These results suggest that configuring the sensor module
to an interval-based event transmission approach can effectively reduce the number of
missed events when compared with the real-time approach. The results also indicate that
the data transmission was the primary issue leading to missed event detection as both real
time and interval-based approaches had the same sampling rate. As we discuss above, the
sensor module can miss an event when transmitting data across the network. Of these
two mechanisms, the second was the primary cause of missed events. Therefore, the
interval-based sensor configuration was selected for a subsequent field test.

Table 3. Test results of sensor reconfiguration.

Real Time 1-min Interval

Experiment Count Error Rate Count Error Rate
1 3 0.7 9 0.1
2 2 0.8 10 0
3 2 0.8 9 0.1
4 3 0.7 10 0
5 3 0.7 7 0.3
6 3 0.7 10 0
7 5 0.5 10 0
8 3 0.7 9 0.1
9 3 0.7 10 0
10 3 0.7 10 0

Average 3 0.7 9.4 0.06

3.2. Test of System Operation in the Field

The field test aimed at validating the operation of proposed sensor networks in a
real-world application scenario. In this initial study, we evaluated the signal coverage of the
deployed sensor network and whether the messages from the sensors could be successfully
detected when deployed at scale. The field test results are summarized in Table 4. After
deployment of the sensor network in the Hammond Building, we first examined signal
quality by sensor location, as shown in Figure 12 with sensor location illustrated in Figure 11.
We compared the average signal quality, measured by RSSI, of the received signal from each
sensor module over a five-day period. The results show the average RSSI of 23 sensors was
−85 dBm, with all RSSI values above −120 dBm.
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Table 4. Results of field test (order by error rate).

Location Average of RSSI Received Messages Error Rate

Westmost entry −108.5 2 0.997
212 classroom −64.83 6 0.992

213 lobby −37.86 7 0.990
219 classroom −84.43 7 0.990

Mail room −102.86 7 0.990
R111 −62.57 7 0.990
R309 −81.86 7 0.990

220 large classroom −79.1 690 0.042
D139 −78.4 690 0.042

214 classroom −55.6 695 0.035
R211 −63.48 696 0.033
R212 −63.47 696 0.033

R222 west elevator −77.22 696 0.033
Stairs near walk thru −78.03 696 0.033

153 −98.97 697 0.032
221 classroom −86.05 697 0.032
215 classroom −55.01 698 0.031

Stairs by parklet −102.45 698 0.031
201H east elevator −95.68 699 0.029

217 classroom −74.12 700 0.028
3rd floor east elevator −100.11 702 0.025

R319 −94.35 703 0.024
R235 −96.29 704 0.022
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The results suggest that the received signals were of fairly good quality according to
the standards suggested in [35,36]. Even the messages from sensors deployed on a floor
different from the gateway location floor (such as R319 on the third floor and D139 on
the first floor) could be successfully captured with low error rate of around 0.03. It is also
important to note that data from one sensor installed near Room 205 were missing. This
may not have been caused by low signal quality since signal quality was good for even the
sensors installed on the first and third floors, farther away from the gateway. Room 205
was also close to Room 213, where the gateway was installed.

We then evaluated whether the deployed network registered all events sent from the
sensors. If the sensors worked as configured, a total of 720 messages should have been
received from each sensor (each sends out a message every 10 min over five days). The
error rate in this test also denoted the ratio of event messages from the sensors that were
missed. As shown in Table 4, 16 sensors worked properly, as we observed an average error
rate of 0.03, and around 700 messages were received from each sensor. Other than the one
sensor (Room 205) with the lost connection, seven sensors showed unstable connections
with very few messages (no more than 7) received.

Figure 13 shows a further comparison of the number of received messages by sensor
signal quality. Results showed that the low signal quality may not necessarily lead to the
missing of messages from the sensors. For example, the sensor placed at the “stairs by
parklet” worked properly even without a high-quality signal. The sensor with a strong
signal quality could also miss packets, such as the sensor in the 213 lobby, closest to the
gateway. Further work should be conducted to investigate the factors besides signal quality
affecting the number of events received.
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In summary, the test results suggest that the LoRaWAN network created by a single
gateway has an acceptable signal coverage (measured by received signal quality) in a multi-
story building on campus, which can support the scalable deployment of a sensor network
in an urban environment. Most of the deployed sensors also demonstrated acceptable
performance with relatively low missed packet rate, which indicates the deployed sensor
units can work properly in the configured LoRaWAN network. It is also worth noting that
signal coverage alone may not fully explain unstable sensor performance (denoted by a
large number of missed events from sensors with good signal quality), which warrants
further investigation in next research stage.

4. Conclusions, Limitations, and Further Work
4.1. Conclusions

In this study, we developed an IoT-based system for monitoring the usage of sanitizer
dispensers in a public facility. The system integrated low-cost wireless sensors, 3D-printed
housings, LoRaWAN, and cloud-based computing techniques into a proof-of-concept sys-
tem. The modules were deployed in a building on the university campus for testing the
system’s operation in the real world. The field test showed that using a LoRaWAN network
with a single gateway can successfully connect with sensors distributed throughout the
entire building with fairly good signal quality. The developed system is able to detect events
caught by the sensors for further analysis. In addition, configuring the sensor modules
to transmit data at fixed intervals can effectively reduce the missed detection of events
compared with a real-time approach. It is, however, important to note the factors besides
signal quality that can impact the system operation, which warrant further investigation.
Overall, research results demonstrate the potential of leveraging the IoT-based Sanitizer Sta-
tion Network for tracking public health within large facilities, which ultimately contributes
to alleviating the burden of public health during and after the pandemic.

4.2. Limitations and Further Work

The work discussed in this paper represents of a proof-of-concept system. Several
limitations are noted regarding this initial study and warrant further research. First, due to
the limited duration of the field test, there were limited data for estimating how many sani-
tizer station usages (i.e., push events) were needed to empty the sanitizer bottle. Obtaining
such information will help to estimate the remaining sanitizer in the bottle and the time
intervals between replacement. In addition, a rigorous statistical test regarding the system
performance was not conducted in this initial study to assess the system performance, such
as a systematic test of whether the error rate of the real-time approach was significantly
higher than the interval-based approach. An extended field test is warranted for rigorous
statistical analysis. In addition, issues other than sensor signal quality may impact the
sensor operation stability, which warrants further investigation. Lastly, there were no
“replacement” events detected from the field test. We tested if a bottle replacement event
could be detected by removing and replacing a bottle during the field test, demonstrating
the effectiveness of the compliant mechanism; however, further field validation is required
to verify the 3D-printed module can distinguish the replacement events during the regular
use of sanitizer stations.

Further studies will be conducted to fully realize the functionality of the proposed
system and extend the current system for a broader application scenario. Below we outline
the further works built on the current study.

First, to enhance the facility usage monitoring, we will calibrate the sanitizer dispensers
regarding the number of push events needed to empty a full sanitizer bottle. Such information
is helpful to infer sanitizer usage based on the utilization of dispensers.

Next, the information captured from the sensors can be integrated with applicable
cloud services for scalable deployment. One such extension is integrating sensor location in-
formation with the geographic information system (GIS), such as using the ArcGIS Velocity
cloud. Combining facility usage with location information would facilitate intelligent route
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planning and scheduling for optimizing the facility (i.e., sanitizer stations) maintenance
workflow. To improve the scalability of the current system, we can also ingest the sensor’s
captured data to cloud servers such as Azure Event Hubs and IBM Watson. These IoT
platforms would facilitate the usage of captured data across users with diverging interests
and leverage more powerful intelligent tools for developing predictive models based on
captured data.

Additionally, given that the current system focuses on detecting the “contact” events,
the system can be readily adapted to monitor a broader range of similar public hygiene
facilities, such as soap dispensers and trash cans. Moreover, the contact events captured
in buildings are typically triggered by occupants. The detected contact events can be
used as a proxy of occupants’ behavior, which allows us to investigate the interaction
between occupants and the building environment. One such application we are exploring
is assessing the impact of occupants’ behavior (e.g., window open/close) on indoor air
quality [37] and building energy consumption. These applications ultimately contribute to
the smart and healthy buildings environment.
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