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Abstract

:

Spatiotemporal prediction of crime is crucial for public safety and smart cities operation. As crime incidents are distributed sparsely across space and time, existing deep-learning methods constrained by coarse spatial scale offer only limited values in prediction of crime density. This paper proposes the use of deep inception-residual networks (DIRNet) to conduct fine-grained, theft-related crime prediction based on non-emergency service request data (311 events). Specifically, it outlines the employment of inception units comprising asymmetrical convolution layers to draw low-level spatiotemporal dependencies hidden in crime events and complaint records in the 311 dataset. Afterward, this paper details how residual units can be applied to capture high-level spatiotemporal features from low-level spatiotemporal dependencies for the final prediction. The effectiveness of the proposed DIRNet is evaluated based on theft-related crime data and 311 data in New York City from 2010 to 2015. The results confirm that the DIRNet obtains an average F1 of 71%, which is better than other prediction models.
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1. Introduction


Safety is an important goal that smart cities should pursue. As Neirotti et al. stated, the initiatives of smart cities are characterized by modern technology and aiming at improving the lives of the urban residents in various domains, such as development, safety, energy, etc. [1]. Furthermore, an ever-increasing volume of data provides a precious opportunity for researchers and practitioners to predict crime events and enable police departments to develop more effective strategies for crime prevention. Therefore, the integration of heterogeneous big datasets and spatiotemporal prediction of crime [2,3] becomes critical.



Spatiotemporal prediction of crimes helps law enforcement agencies identify the patterns relating to the proliferation of crime [4] to efficiently deploy limited police resources [5,6]. However, crimes exhibit complex spatial and temporal dependencies embedded in dynamic spatial-social environments [7,8,9]. A growing list of methods has been developed to address this challenge, which includes spatiotemporal point processes [10], random space-time distribution hypotheses [11], risk-terrain analysis [12], spatial regressive models, and Bayesian models [13]. A variety of engineering techniques have recently been developed to characterize crime-related features in order to enhance the prediction power using Foursquare data [14], Twitter data [15], 911 events [16], and taxi trajectories [17]. However, the challenge is that the aforementioned methods require either extensive coverage of the relevant indicators—which often suffers from insufficient data availability—or heavy reliance on feature-engineering processes that tend to be cumbersome.



This paper proposes a novel deep learning model—a deformable image registration deep learning network derived from deep inception-residual networks (DIRNet)—that can extract the information of spatial and temporal crime dependence before fusing multiple datasets for prediction. In addition, the proposed DIRNet has deep layers in its architecture to account for complex and nonlinear relationships between inputs and a predictor. To test the proposed DIRNet, we examined New York City as a case study and predicted theft-related crime compared with four baseline machine-learning models. The evaluation results of those models illustrate that the proposed model outperforms other baseline models in crime prediction.



The remainder of this paper is structured as below: Section 2 reviews the studies that predict crime using both conventional methods and machine-learning approaches. Section 3 describes the New York City case study and the datasets used. Section 4 illustrates the procedure of the proposed DIRNet model. Section 5 examines whether the proposed DIRNet performs better in crime prediction than other baseline machine-learning models. The data includes theft-related crime data and 311 data in New York City. We highlight key findings, present implications of this study, and propose a research agenda in the last section.




2. Literature Review


Our research speaks to an important portion of the existing academic literature in the urban context: the use of big data approaches to predict events that are spatially and temporally dependent, including, specifically, crimes. Conventionally, scholars have used various statistical models to investigate the causality mechanism of crimes and predict the occurrence of criminal incidents. For example, Igbal et al. employed Naïve Bayes and decision trees to predict a multiclass classification using three labels (low, medium, and high) at an accuracy level of 83.95% [18]. Based on the linguistic analysis of tweets, Wang and Brown applied topic modeling methods to discover hidden semantic structures and discussion themes in a city, and enhance the crime prediction accuracy through a kernel density estimation [19]. Law et al. explored Bayesian spatiotemporal methods to analyze the changing local patterns of crime over time [13]. Chohlas-Wood et al. focused on random forest regression and Poisson regression with features built from 911 data, 311 data, weather, and building data to forecast the criminal activity [16]. Wang et al. crafted crime data, demographic information, points of interest (POIs) data, and taxi data to explain the crime rate of a neighborhood [17]. Chandrasekar et al. applied gradient boosted trees, support vector machines, and random forest models to deal with the blue-collar/white-collar crime classification issue [20]. However, these studies had an intrinsic limitation that the large amounts of data types made these research procedures difficult to be replicated for crime prediction in other cities that do not have such rich data types.



At the same time, Kang and Kang developed a deep learning model to predict crime hotspots, involving the images associated with crime locations retrieved from Google Maps’ street view as well as weather, demographics, and other crime incident information [4]. In addition, Chun et al. applied a machine-learning method—deep neural networks (DNNs)—using individual criminal charge history data to estimate the likelihood of crime and the likely type of crime at the individual level [21]. Wang et al. employed deep convolutional neural networks (DCNNs) to predict urban crime distribution while the study area was divided into 16 × 16 grids—a coarse spatial scale to target policing patrol strategies [22]. To address these issues, Duan et al. developed a DCNNs-based model to predict crime risk at the finer spatiotemporal scale [23]. However, such efforts require time-consuming manual processing to tune the specific dropout paths for convolutional layers, with the unstable and lower prediction performances compared with the proposed model in this paper (detailed in Section 5).



This study aims to fill the aforementioned gaps through a novel deep network for end-to-end prediction, through which we can estimate theft-related crime risks using fine-grained spatial grids. Importantly, only theft-related 311 events will be employed as the auxiliary geo-data for crime prediction, which can make this study highly transferable to other urban areas that lack various types of auxiliary data for modeling.




3. Research Context and the Datasets


New York City is among the largest cities in the world. It is famous for its numerous tourist attractions and its cultural diversity. New York City boasts a global population, with nearly 40% of residents born overseas. A record-high 3.3 million foreign-born immigrants reside in New York City, topping all other cities worldwide (U.S. Census Bureau, 2015). As identified from Figure 1, Queens and Brooklyn have a higher proportion of foreign-born residents than other boroughs. Socioeconomic diversity is pronounced in New York City as well. Neighborhoods in Manhattan, specifically Midtown, Lower Manhattan, and Upper East Side, have the highest median household income in New York City. It is unsurprising that the aforementioned neighborhoods also have the highest median rents and median home values, as evidenced by the two subfigures of Figure 1 featured below. The distribution of socioeconomic inequality by race and household income might affect the geography of crime rates [24]. We are interested in theft-related crime research because (1) New York City is heavily featured in crime-related research; numerous studies in the criminology literature evaluate New York City; and (2) New York City’s theft-related crime data and 311 data are publicly accessible.



The datasets used in this paper were downloaded from the New York City Open Data website over the span of 1 January 2010 to 31 December 2015, to include crime data and 311 data. The datasets are illustrated in Figure 2.



Crime data: There were 825,064 incidents for three theft-related types: burglary, grand larceny, and petit larceny. Each incident had the properties of offense type, geographic coordinates, and time. The density of theft-related incidents is shown in the left subfigure of Figure 2. From the subfigure, we can see that downtown Manhattan had the highest theft-related incident density in the city.



311 data: The reason why we include 311 data is that civil disorder and conducts hostile to society could be associated with wrongdoing activities [25]. Hence, complaint records from the 311 dataset can be an explainer and predictor for crime events. This dataset includes 1,069,786 complaint records (311 events) about three theft-related types: street condition, street light condition, and dirty conditions. Each complaint record incorporated coordinates, complaint type, and the time at which the complaint was documented. For the density of the complaint records, see the right subfigure of Figure 2. This subfigure shows that Brooklyn and the Bronx have the highest density of theft-related complaints.




4. Methods


Before illustrating the method we developed, some basic concepts need to be specified as follows:



Definition 1. 

(Region): The study area is partitioned into disjointed 80 × 80 grids, G = {g1, g2, …, g80×80}. Each grid in G is considered a separate region. The area of each region is about 0.28 km2 (0.70 km × 0.46 km).





Definition 2. 

(Spatial neighbor set): The target region is the focus region where the researchers aim to predict whether a crime is most possible to take place. The s × s regions that geographically surround the target region r, which is centered in the s × s regions, are called the spatial neighbor set of g.





Definition 3. 

(Time window): the duration of M days is thought of as a time window.





Problem formulation: Given history observation X= {   X t g  ,  X  t − 1  g  ,   … }  , our goal is to estimate the probability distribution P (   y  t + k  g   | X ) to ascertain whether there will be crime(s) in day t+k for the target region g. If P (   y  t + k  g  = 1  | X ) >=0.5, then it may be considered a high crime risk, else it may be regarded as a low crime risk.



We observe that the crime study suffers from a data imbalance problem. Ninety-three percent of samples were labeled as 0, indicating a class imbalance problem in our dataset. This study addressed this issue in a two-fold manner. First, the crime-label is a dummy variable,    y t g  ∈  {  0 , 1  }   . Value of 0 indicates no crime took place in the region on day t, while the value of 1 indicates some crimes took place in the region g on day t. There is a severe class imbalance. Grids in which crime has occurred are much less than grids in which no crime has occurred. To account for this imbalance, we, secondly, under-sampled 0-label data, as Chohlas-Wood et al. did in their study [16], and augmented the sample size of the 1-label sample based on the synthetic minority oversampling technique (SMOTE) [26].



4.1. DIRNet


A deformable image registration deep learning network (DIRNet) is composed of a convolutional neural network repressor, a spatial transformer, and a resampler. The convolutional neural network investigates a pair of fixed and moving images and outputs parameters for the spatial transformer, which produces the displacement vector that enables the resampler to adjust the moving image to the fixed image. In this case, we propose a DIRNet. This section first presents the DIRNet architecture and then explains how its key components take spatiotemporal dependencies into account.



Architecture


Figure 3 presents an overview of the proposed DIRNet architecture, which is composed of three functional modules handling the crime dataset and the 311 dataset as well as the fusion of these two datasets. The top left branch of DIRNet is responsible for building latent representations using inception units (IncUnits) for crime data. Similarly, the lower-left branch is used to extract 311 spatiotemporal dependencies. Both outputs are fed into the sub-module, which mainly consists of nine residual units (ResUnits) to capture the high-level interactions of crime and 311 events. Finally, the networks end with a global average pooling layer and a two-way dense layer with a Softmax function to realize crime prediction.





4.2. Spatiotemporal Dependencies Represented in Convolutions


This section outlines the utilities of various convolution layers in their distributed representation of the spatiotemporal dependencies for the crime.



4.2.1. Convolution Layer


In the convolution layer, the convolution operation acts as the inner product of the linear kernel followed by rectified linear units (ReLU) [27], as a nonlinear activation function f,


   f l   ( x )  = f  (    ∑   j = 1    N l     w  l j    x j  +  b l   )  = f  (   w l T   x l  +  b l   )   



(1)




where l indicates the lth layer,    N l      indicates the size of the kernel,    x j    indicates the entry covered by the linear kernel in the input feature map,    w l    is the learnable weight in the linear kernel, and    b l    is the linear bias. A particular convolutional operation (1) decides whether a neuron in a current layer can be activated, depending on the local neurons in the input feature map, which can then be used to capture a particular spatiotemporal relationship among crime-related events.




4.2.2. Pooling Layer


There is a need to summarize the local spatiotemporal features to reduce the sensitivity or tune out noise related to crime incidents [28]. On the other hand, pooling layers usually serve to control overfitting by reducing the number of nonsignificant neurons.




4.2.3. Concat Layer


To combine multiple correlations in crime risk, this study uses the merging layer to collect multiple output feature maps from different layers into a “thick” feature map [29,30].




4.2.4. Dense Layer


In a dense layer, each entry of the input feature map is connected to each of its neurons. The dense layer can model global patterns in the whole input feature map, thus representing interactions of crime-related incidents globally.




4.2.5. Inception Unit and Residual Unit


Mutual influences of geo-events between distant locations and long periods can be represented by overlapping convolution layers [31]. However, direct stacking of convolution layers only makes the enlarged network more prone to overfitting [32]. To overcome this weakness, this study developed the IncUnit and ResUnit to improve crime prediction performance.



We construct an inception unit obeying the principle [32] as shown in Figure 4, by stacking asymmetric convolution layers in three branches to capture the information described below:



Such asymmetric neural structures can express the various trends in different local spatiotemporal scopes while producing cheaper computations with fewer parameters.



According to residual networks [33], this study builds a residual unit from every three stacked convolution layers with asymmetric kernels (e.g., 1 × 3 and 3 × 1 kernels), to use fewer parameters while still increasing expression ability, as shown in Figure 5.



This residual network structure can capture very subtle spatiotemporal relationships between geo-events with more overlapping convolution layers. Otherwise, deep structures usually lead to “gradient vanishing,” while shallow structures do not point to sufficiently effective relationships among geo-events. Both cases will result in prediction performance degradations.






5. Experiments and Results


This section validates the proposed DIRNet on the crime and 311 datasets of New York City and compares the performances against four baseline models.



5.1. Experimental Setup


Python 3.5, TensorFlow 1.01, Keras 1.0, and CUDA 8.0 were used to build CNNs models on a desktop computer with an Intel i7 3.4GHz CPU, 32GB memory, and NVIDIA GT1080 TI GPU. For DIRNet, samples were fed into the model with a mini-batch size of 64. All the convolution layers used ReLU activation functions with batch normalization technology. We use the He initialization method to initialize all of the weights in the deep learning model, which rely on the binary cross entropy and the adaptive moment estimation (Adm) methods as its loss function and optimizer, respectively.




5.2. Evaluation Metrics for Machine Learning


To assess the performance of a machine-learning model, researchers can draw a confusion matrix and use an accuracy indicator to determine how often the model is correct. The problem of using the accuracy indicator is that the result is not meaningful when a severe class imbalance exists. This study falls into this scenario. For example, if the positives are grids in which crime has occurred and the negatives are grids in which no crime has occurred, an accuracy rate of 99% means that the outcome is correct 99% of the time across all classes. However, the number of grids representing crime is much lower than the number of grids without crime. For the positive class, this data may be current as little as 30% of the time even though the accuracy rate is considered to be 99%. Therefore, we prefer to use another indicator integrating the precision and recall—the F1 score (Precision = True positives/ (True positives + False positives), while recall = True positives/ (True positives + False negatives). F1 score combines precision and recall).


  F 1 = 2 ×   p r e c i s i o n × r e c a l l   p r e c i s i o n + r e c a l l    











A good F1 score shows that both low false positives and low false negatives exist, which allows the classes to be correctly identified. The higher the F1 score is, the more robust the model’s performance. (There are multiple dimensions in model comparison in addition to the F1 score, such as the execution time. We did not compare execution time among models, simply because the training time that either the proposed model or compared models cost is less than 3 hours on a standard PC. Therefore, the execution time is not a major concern in this analysis).




5.3. Baseline Machine-Learning Models


We select four machine-learning models that are recently and frequently implemented in predicting crime as the baseline machine models. The baseline machine-learning models are in comparison with our proposed approach with regards to the F1 score:




	
Support vector machines (SVMs) [20]: Following the literature, we ran SVMs using the Gaussian radial basis function(RBF) kernel to map the original features to a high-dimensional feature space.



	
Random Forests: Random Forests is a popular ensemble-learning method that effectively handles high-dimensional data to scale up to many samples [16,20].



	
ST-ResNet [31]: Spatio-temporal residual network (ST-ResNet) can be deemed as a variant of DIRNet. We also call it DIRNet-Inception. ST-ResNet mainly contains ResUnits without inception blocks, as shown in Figure 6.








	
STCN: Spatiotemporal crime network (STCN) applies inception networks and fractal networks simultaneously to forecast crime risks. The parameters of STCN implemented in this case are the same as the best model described in Duan et al. [23].







5.4. Performance Comparison


This section presents experimental results and gives insights on the effectiveness of these approaches.



5.4.1. Comparative Performance Studies on Time Window N


In this experiment, the size of the spatial neighbor set was fixed at 3 × 3. The predictive results of models with a positive F1 and an increasing time window n have been depicted in Figure 7. The horizontal axis of Figure 7 indicates the amounts of days that we take into considerations when we train the model. For example, if n = 10, it means we use the last 10 days’ crime data and 311 data to train the model. Every time the time window is changed, the model has to be retrained. In this test, we have 10 time windows. Hence, we trained the model 10 times. The vertical axis of Figure 7 indicates the F1 score. As the time window increases, more and more crime samples that occurred during the increased window are included in training the models. Figure 7 shows that the proposed DIRNet approach outperforms other baseline models across various time windows. This suggests that the DIRNet model is capable of retrieving the spatial pattern that underlies both short-time span geographical data and long-time span geographical data. More specifically, there is more than a 2% improvement in F1 in comparison with STCN, which is the best classifier among the baseline models. Since the SPPT method always analyzes crime events over an entire area to yield a prediction, its F1 value is constant and the prediction data are the least reliable. For most algorithms, prediction performance improves as the time window increases to a certain threshold, due to more temporal patterns or trends being discovered as more historical crimes and 311 data continue to be fed into models. It is worth noting that the F1 of DIRNet is still higher than all baselines when the length of the time window reaches 100 days, proving that the proposed model has the best ability to reveal distant temporal dependencies from sparse data.




5.4.2. Comparative Performance Studies on Spatial Ranges


The influence of varying spatial ranges (size of the neighbor set) on the positive F1 is shown in Figure 8. Here, the length of the time window is fixed at 60 days for all models. The horizontal axis of the figure indicates spatial windows while the vertical axis demonstrates F1 scores. As shown in Figure 8, the proposed DIRNet approach achieves the highest F1 score among all the other models, most of which obtain the lower F1 by 6% compared to the DIRNet. This suggests the DIRNet model is more able to capture information of spatial dependency than other models across various spatial windows. The SPPT method offers the worst performance. When the spatial size ranges from 1 to 3, most models experience a performance promotion in F1, demonstrating that the composition of adjacent regions is important for capturing complicated spatial patterns. However, as the spatial range continues to increase, the performance of each of the overall models degrades. The reasons for this may be that crime and 311 intensities in a broader spatial range tend to fluctuate more and have a less significant spatial dependency on a daily temporal scale.





5.5. Discussion


The aforementioned results show that the proposed deep learning network, DIRNet, outperforms other models in terms of F1. The reason is that the DIRNet model extracts the information of spatial-temporal dependence before merging crime data and 311 data. As such, the spatial-temporal information can be used in other layers to increase the prediction accuracy of crime. In contrast, the STCN model combines crime data and 311 data at the first layer, and fails to extract information on spatial-temporal dependence of crime from the data; thus, the STCN model has a lower prediction accuracy rate than the DIRNet model. Another baseline model, ST-ResNet, effectively extracts information on spatial-temporal dependence of crime before merging the crime data and 311 data. However, this model offers fewer layers in its neural network than our proposed DIRNet, which thus results in a lower prediction accuracy rate.



This paper shows that non-urgent social events, like those conveyed by 311 data, often correlate with worse events, such as crimes, but the complex space-time relationships between them are often difficult to obtain. There are many categories into which 311 data can be classified (e.g., noise, quarrel, and water leakages). Determining which of the 311 data categories can be used to efficiently indicate crimes—as well as corresponding research—is further needed in future studies.



As the momentary retrospective features from crimes and 311 calls are scant and unlikely to provide enough resolution for prompt forecasting [16], advanced models are usually preferred for long-run features following the ordinary natures of periods or seasons. The properties of the crime series distributions in the forms of mean, median, standard deviation, and Shannon entropy are important in the characterization of crime intensity fluctuations. Such tailor-made features can decrease computational complexity and feature space, while still preserving useful data interpretability. Even more, existing research also shows that the usage of human behavioral data [14], rich statistical demographical data, and weather data [31] all provide finer temporal and spatial resolution for comprehensively understanding local crime. As a consequence, future work will involve multiple data sources and leverage the statistical index from time series to produce deeper retrospective features.



Unequal class distribution representation in data often emerges in urban investigations, as happened in this study. It tends to make a statistical model or classifier heavily biased towards the majority class [34]. To address this challenge, previous studies in the crime analysis domain applied several policies to reach the minority class. For example, Kadar et al. split crime categories into “violent” and ”non-violent crimes” classes [14]. Gerber only included the locations with at least one crime during a long-term period as samples [15]. However, these methods only adopted samples with at least one crime incident and thus could not be used to predict when and where there would be no crime. For this study, the researchers augmented the sample size of the minority class through the over-sampling method of SMOT [26] while reducing the majority class through an under-sampling method. Therefore, this approach of generating synthetic samples to alleviate the imbalance problem saw improved results and appears to offer a more robust solution that is applicable to the real world. However, in the experiment, lowering the under-sampling ratio to a value such as 0.2 (indicating that the number of 0 class is large), would lead to an increase in accuracy of the 0 class but the decline in accuracy of the 1 class as well, especially when using the DIRNet model. On the contrary, when the under-sampling ratio is large, such as at a value of 0.8 (indicating that the number of 0 class is small), the accuracies of both the 0 and 1 classes decrease slightly. This may happen as the decrease in samples of both the 0 and 1 classes undermines the capacity of the model to be used to explore more valid spatiotemporal patterns. If the under-sampling ratio was set in the range of 0.2–0.8, there would be no obvious variation pattern in the predictive performance in accuracy or the F1. In practice, we set the under-sampling ratio to 0.5.





6. Conclusions


This paper proposes a novel deep-learning model that can offer end-to-end learn abstract latent features for fine-grain crime prediction. The proposed model can extract information on spatial and temporal dependence before fusing the crime data and 311 data, has deep layers, and hence may have a good performance in crime prediction. Experiments using real datasets validated the effectiveness of the proposed DIRNet by comparing the model with four other baseline machine-learning models.



Machine-learning plays a vital role in the built environment and planning fields (e.g., [35]). This study, centering on a novel deep learning approach has critical implications in academia and practice. (1) It shows that researchers should extract information on spatial and temporal dependence before merging multiple datasets in order to apply the proposed neural network to predict events that are spatially and temporally dependent. This study also indicates that a neural network with deeper layers could be applied to achieve accurate predictions as long a large sample size is used. (2) The proposed DIRNet can accurately predict crime in such a way that could benefit policing strategies and crime reduction. One such example application for this technique might be hotspot policing (directed patrol). To reduce hotspots and peak times for criminal activity, a more precise policy patrol presence should concentrate on those hotspots at time windows. With the potential accuracy of crime hotspot forecasting, other strategies, such as broken windows policing, zero tolerance policing, rapid response, and increase police numbers can also be applied to reduce criminal activity. (3) The proposed DIRNet can not only be used to predict crime but it can also be implemented to predict other events in urban areas, such as traffic accidents, etc. that are spatially and temporally dependent. Even more, the proposed DIRNet could capture those dependencies and thus serve a unique role in traffic accident prediction.



However, some limitations should be noted. First, we did not take other factors into account and these factors may influence the crime rate, such as weather conditions. Second, we did not subcategorize the 311 compliant records. Some subcategories of 311 complaints may have better explanatory power of crime incidents than the other subcategories. Here we would like to see if the proposed neural network can automatically capture the spatial patterns of crime incidents that underlies noisy large-scale data (unrefined crime data and unrefined 311 data), and has a high F1 score, and it does. The acknowledgment of the research limitations also inspires the directions of future research. (1) Researchers could apply and test the proposed neural network for crime prediction in other cities; (2) more factors that may influence crime rate could be included in crime prediction; and (3) the proposed neural network could be developed further to take advantages of prior knowledge of crime, which will promote the prediction accuracy.



Big data applications hold promise for addressing both shortfalls of existing predictive methods and potential dangers. The successful advancement of the criminology of place requires elevating the “why” question to equal status with those of “where” and “what” in the analysis of crime [3]. As such, our future research efforts will further investigate the “why” factors, along with the advances of deep-learning approaches.
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Figure 1. Maps that convey characteristics of demographics and housing in New York City (left top: the proportion of foreign-born residents; right top: median household income; left bottom: median rent; right bottom: median home value). 
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Figure 2. Theft related crime (left) and theft-related 311 (right) incidents intensities of New York City from 2012 through 2015. A unit is the total number of incidents per grid. 
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Figure 3. Criminal (left) and 311 (right) incidents intensities in New York City from 2012 through 2015. 
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Figure 4. Inception unit. 
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Figure 5. Residual unit. 
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Figure 6. Deep inception-residual networks. 
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Figure 7. Comparison of F1 scores of models across time windows. 
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Figure 8. Comparison of F1 scores of models across various spatial windows. 
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