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Abstract: The rapid growth in multimedia, storage systems, and digital computers has resulted
in huge repositories of multimedia content and large image datasets in recent years. For instance,
biometric databases, which can be used to identify individuals based on fingerprints, facial features,
or iris patterns, have gained a lot of attention both from academia and industry. Specifically, face
image quality assessment (FIQA) has become a very important part of face recognition systems,
since the performance of such systems strongly depends on the quality of input data, such as blur,
focus, compression, pose, or illumination. The main contribution of this paper is an analysis of
Benford’s law-inspired first digit distribution and perceptual features for FIQA. To be more specific, I
investigate the first digit distributions in different domains, such as wavelet or singular values, as
quality-aware features for FIQA. My analysis revealed that first digit distributions with perceptual
features are able to reach a high performance in the task of FIQA.
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1. Introduction

Face image quality assessment (FIQA) is a field of research that focuses on evaluating
the quality of face digital images. The goal of FIQA is to develop objective measures or
algorithms that can assess the visual quality of face images, taking into account factors such
as resolution, sharpness, noise, illumination, occlusions, and other image degradations. The
importance of FIQA arises from its various practical applications. Accurate and reliable face
image quality assessment is crucial in several domains, including biometrics, surveillance
systems, facial recognition, identity verification, and image forensics. By determining the
quality of face images, FIQA techniques help improve the performance and reliability of
these systems by selecting or rejecting images based on their quality. Current approaches
in face image quality assessment involve both subjective and objective methods [1]:

1. Subjective assessment: In this approach, human observers are involved in rating or
scoring the quality of face images. These subjective ratings are collected through
controlled experiments, where observers evaluate images based on specific quality
attributes. The collected ratings are then used to create subjective quality databases
or models.

2. Objective assessment: These methods aim to automate the process by developing
computational algorithms that can predict image quality without human involvement.
These methods utilize various features and metrics extracted from face images to quan-
tify their quality. Some commonly used features include sharpness, contrast, noise,
blur, and distortion. Machine learning techniques, such as regression or classification
models, are often employed to train algorithms using annotated datasets [2].

3. Hybrid approaches: These methods combine subjective and objective methods to en-
hance the accuracy and reliability of face image quality assessment. These approaches
leverage both human ratings and computational metrics to create more robust quality
models. Machine learning algorithms can be trained using subjective ratings as the
ground truth, allowing them to learn from human perception.
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Recent advancements in deep learning have also impacted the field of FIQA. Con-
volutional neural networks (CNNs) have been employed to automatically learn features
and classify face images based on their quality [3]. Overall, the goal of face image quality
assessment is to provide reliable measures or algorithms that can assess the visual quality
of face images objectively, enabling an improved performance and reliability in applications
such as biometrics [4], surveillance [5], and facial recognition systems [6,7]. Face image
quality assessment has also gained importance as a critical component of smart home and
smart city applications that rely on facial recognition technology. Namely, it enhances
security, access control, public safety, user experience, data accuracy, ethical considerations,
and resource efficiency [8,9].

The goal of this study is to give a detailed analysis about the performance of Benford’s
law-inspired and perceptual features in FIQA. The contributions of this study are as follows:

1. First, I investigate the first digit distributions (FDDs) of different image domains
for FIQA.

2. Second, I empirically corroborate that the FDD of an image domain is a rather
mediocre predictor for face image quality. However, taking the fusion of differ-
ent domains’ FDDs results in a strong predictor whose performance can be further
increased by considering several simple perceptual features, such as colorfulness, the
global contrast factor, the dark channel feature, entropy, and phase congruency.

Benford’s law, also known in the literature as the law of anomalous numbers or first
digit law, refers to an empirical observation that describes the frequency of leading digits
in many numerical datasets, such as population numbers [10], geographical data [11], or
physical constants [12]. Namely, the leading digits are not uniformly distributed but follow
a pattern, which can be given as

P(d) = log10(d + 1)− log10 d = log10

(
d + 1

d

)
= log10

(
1 +

1
d

)
, (1)

where d ∈ {1, 2, . . . , 9} denotes the leading digit and P(d) is its relative frequency in a
numerical dataset. The distribution defined by Equation (1) is depicted in Figure 1.

Figure 1. Relative frequency of leading digits based on the prediction of Benford’s law.

The remaining sections of this research study are organized as follows. Section 2
provides a brief overview about related and previous works. Next, Section 3 includes a de-
tailed explanation of my methodology investigating Benford’s law-inspired and perceptual
features for FIQA. Section 4 contains a brief description of the used benchmark database,
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the performance metrics, my experimental results, and my analysis. Section 5 includes the
overall conclusion with future work.

2. Literature Review
2.1. Benford’s Law

The applications of Benford’s law are diverse and can be found in various fields,
including the following:

1. Financial auditing: Benford’s law is used as a tool for detecting anomalies and po-
tential fraud in financial statements, such as identifying irregularities in tax returns,
accounting records, or expense reports. Deviations from the expected distribution of
leading digits can indicate data manipulation [13].

2. Forensic analysis: Benford’s law is applied in forensic investigations, such as detect-
ing fraudulent transactions, money laundering, or identifying irregularities in large
datasets related to economic, social, or scientific data [14,15].

3. Election fraud detection: Benford’s law has been used to analyze election results,
particularly in detecting potential irregularities or fraud. Significant deviations from
Benford’s law’s expected distribution could signal suspicious patterns in the reported
vote counts [16].

4. Data quality assessment: Benford’s law serves as a tool to assess the integrity and
quality of data, ensuring its accuracy and identifying possible errors or anomalies that
may require further investigation or correction [17,18].

5. Natural phenomena analysis: Benford’s law has found applications in various sci-
entific studies, such as analyzing physical constants, earthquake data, population
demographics, stock market data, and more, to determine if the observed data align
with the expected distribution [19,20].

Benford’s law has also found several interesting applications in image processing.
Namely, Benford’s law has been employed as a tool for detecting image forgeries or
tampering. When an image is manipulated or altered, the distribution of pixel values may
deviate from the natural patterns expected in genuine images. By examining the first digit
distribution (FDD) of pixel values in different regions of an image, inconsistencies can
be detected. Significant deviations from the expected distribution may indicate potential
areas of tampering or manipulation. For instance, Zhao et al. [21] elaborated a method
for detecting unknown JPEG compression levels in semi-fragile watermarked images by
examining FDDs of JPEG coefficients. In contrast, Milani et al. [22] utilized FDDs for
identifying multiple JPEG compressions of digital images. Further, the authors proved
that the proposed method exhibits robustness against scaling and rotation. Similarly,
Pasquini et al. [23] elaborated a method for multiple JPEG compression identification in
digital images, but Benford–Fourier analysis was applied. Later, the same authors gave a
similar solution for the detection of previous JPEG compression [24]. In [25], the authors
empirically corroborated that differentiating between contrast-enhanced and unaltered
images is possible by applying Benford’s law-inspired features. Similarly, Makrushin
et al. [26] pointed out that Benford’s law-inspired features extracted from discrete cosine
transform (DCT) coefficients are suitable for differentiating between morphed and unaltered
face images.

2.2. Face Image Quality Assessment

FIQA can be considered a specific subfield of image quality assessment (IQA), which
has been a popular research topic in the literature recently [27,28]. A general overview
about the field of IQA can be found in [29–32]. Although FIQA is closely related to IQA, the
biometric context and specific facial features are also taken into consideration for FIQA [33].
An illustrative example is the work of Gao et al. [34], where the authors elaborated a
symmetry-based procedure. Namely, the authors estimated facial asymmetries generated
by lighting or pose. In contrast, Wasnik et al. [7] utilized vertical edge density of face images
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to quantify pose and trained a random forest regressor to evaluate face image quality. With
the advent of deep learning, CNNs have become a popular tool for FIQA [3,35–37].

3. Methodology

A high-level overview of the proposed FIQA methodology is depicted in Figure 2.
There are normally two steps in each machine learning-based IQA system: the training
process and the testing phase. Features are taken from a huge set of quality annotated
photos during the training phase. This is a typical time-consuming step that is determined
by the amount of training pictures used in the training system. The result of the training
phase is a quality model obtained with the help of a regression algorithm. Later in the
testing phase, this quality model is utilized to evaluate the perceptual quality of previously
unseen test images.

Figure 2. Process for investigating the effectiveness of Benford’s law-inspired and perceptual features
for face image quality assessment.

Features

In this subsection, the proposed quality-aware Benford’s law-inspired and perceptual
features are introduced. The applied features and their descriptions are summarized in
Table 1 and discussed in detail in the following paragraphs. As one can observe based on
the information provided in Table 1, FDDs are extracted from the wavelet domain, discrete
cosine transform coefficients, singular values, and shearlet domain. Further, FDDs are
boosted with several popular perceptual features, i.e., colorfulness, the global contrast
factor, the dark channel feature, entropy, and the mean of the phase congruency image,
which are consistent with human quality judgment [30,31].

Table 1. Quality-aware features applied in the proposed FIQA method.

Feature Number Description Number of Features

f1–f9 FDD of horizontal wavelet coefficients 9
f10–f18 FDD of vertical wavelet coefficients 9
f19–f27 FDD of diagonal wavelet coefficients 9
f28–f36 FDD of DCT coefficients 9
f37–f45 FDD of singular values 9
f46–f54 FDD of absolute shearlet coefficients 9

f55–f59 Perceptual features (colorfulness, global contrast factor, dark channel feature, entropy,
mean of phase congruency) 5
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Two-dimensional wavelets and filter banks are commonly applied in image process-
ing [38]. Namely, wavelets are a general way to represent and analyze multiresolution im-
ages. In the case of one-dimensional discrete wavelet transform (DWT), a one-dimensional
input signal S0(n) is recursively decomposed into approximation and detail at the next
lower resolution. The computation of 1D DWT [39] can be described as

Si+1(n) = ∑
k

g(k)Si(2n− k), (2)

Wi+1(n) = ∑
k

h(k)Si(2n− k), (3)

where Si(n) and Wi(n) are the approximation and detail at level i, respectively. In contrast
to 1D DWT, the 2D DWT applies 2D filters, which can be separable or non-separable.
Specifically, in the case of separable filters the 2D DWT decomposes an image into an
approximation and three detailed images (horizontal, vertical, and diagonal features), as
depicted in Figure 3. In this study, Daubechies mother wavelets were applied. Finally, FDDs
in horizontal, vertical, and diagonal coefficients were utilized as quality-aware features.

Figure 3. Illustration of two-dimensional discrete wavelet transform.

The two-dimensional discrete cosine transform (DCT) is a commonly used tool to
compress images [40]. Namely, the two-dimensional DCT can interpreted as a representa-
tion for an image in terms of a weighted sum of basis images, since 2D DCT expresses an
M× N image I as

Bpq = αpαq

M−1

∑
m=0

N−1

∑
n=0

Imn cos
π(2m + 1)p

2M
cos

π(2n + 1)q
2N

, 0 ≤ p ≤ M− 1, 0 ≤ q ≤ N − 1 (4)

where

αp =


1√
M

, p = 0√
2
M , 1 ≤ p ≤ M− 1,

(5)

αq =


1√
N

, q = 0√
2
N , 1 ≤ q ≤ N − 1,

(6)

and Bpq represent the 2D DCT coefficients. The FDDs of 2D DCT coefficients were used as
quality-aware features.

The singular value decomposition (SVD) is a factorization method that decomposes
a matrix into three matrices. Formally, it can be written for every real-valued matrix
A ∈ RN×M [41]:

A = UΣVT , (7)

where U ∈ RN×N and V ∈ RM×M are unitary matrices with orthonormal columns and
Σ ∈ RN×M is a diagonal matrix.
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The shearlets proposed in 2006 [42] are a mathematical framework and a type of
multiscale analysis tool used in signal and image processing. They were introduced as an
extension of wavelets to overcome some of their limitations in capturing and representing
complex geometrical structures, such as edges, corners, and textures, at different scales
and orientations. Shearlets employ a system of shear operations, which involve affine
transformations that stretch and rotate a basic analyzing function, called a mother shearlet,
to capture the local geometric features of a signal or an image. These shear operations allow
shearlets to adapt to the local geometry of the data, enabling them to efficiently represent
highly anisotropic features. To define a continuous shearlet system, you need a parabolic
scale matrix

Ac =

(
c 0
0
√

c

)
, c ∈ R+ (8)

and a shear matrix

Ss =

(
1 s
0 1

)
, s ∈ R. (9)

A continuous shearlet system can be given for Ψ ∈ L2(R2) as

SHcont(Ψ) = {Ψa,s,t = a
3
4 Ψ(Ss Aa(· − t))|a > 0, s ∈ R, t ∈ R2}, (10)

and the following mapping is the corresponding continuous shearlet transform

f −→ SHΨ f (a, s, t) = 〈 f , Ψa,s,t〉, f ∈ L2(R2), (a, s, t) ∈ R>0 ×R×R2. (11)

In the literature, various ways can be found for discretezing a shearlet system [43]. In this
study, one of the most common ones was utilized and can be given as

{(2j, k, A−1
2j S−1

k m)|j ∈ Z, k ∈ Z, m ∈ Z2} ⊆ R>0 ×R×R2. (12)

Subsequently, the discrete shearlet system generated by Ψ can be given as

SH(Ψ) = {Ψj,k,m = 23j/4Ψ(Sk A2j · −m)|j ∈ Z, k ∈ Z, m ∈ Z2} (13)

and the following mapping is the corresponding discrete shearlet transform

f −→ SHΨ f (j, k, m) = 〈 f , Ψj,k,m〉, f ∈ L2(R2), (j, k, m) ∈ Z×Z×Z2. (14)

The FDD of the absolute shearlet coefficients was used as a quality-aware feature.
Colorfulness (CF) refers to the perceived intensity or vibrancy of colors in an image [44].

In other words, it measures how rich and diverse the colors appear in a digital image. A
colorful image generally has a wide range of distinct, vivid, and saturated colors. In general,
humans tend to perceive more colorful images as visually attractive and engaging [45,46].
For measuring the colorfulness of an image, the model of Hasler and Suesstrunk was
adopted in this paper, which can be expressed as

CF =
√

σ2
rg + σ2

yb +
3

10

√
µ2

rg + µ2
yb, (15)

where µ and σ denote the mean and standard deviation of matrices in the subscripts.
Further, rg = R− G and yb = 1

2 (R + G)− B where R, G, and B denote the red, green, and
blue color channels, respectively.

The contrast of an image refers to the difference in brightness, color, or intensity
between different elements or regions within the image. It measures the degree of variation
and separation between light and dark areas or between colors in the image. In other
words, contrast quantifies the distinguishing ability and visual separation of different image
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features [47]. In this paper, Matkovic et al.’s [48] model—called the global contrast factor
(GCF)—was used to quantify the contrast of face images. Formally, it can be expressed as

GCF =
9

∑
i=1

wi · Ci, (16)

where
wi = (−0.406385 · i

9
+ 0.334573) · i

9
+ 0.0877526, i ∈ {1, 2, . . . , 9}, (17)

and

Ci =
1

w · h
w·h
∑
i=1

lCi . (18)

Further,

lCi =
|Li − Li−1|+ |Li − Li+1|+ |Li − Li−w|+ |Li + Li+w|

4
(19)

where L denotes the pixel values after a gamma correction (γ = 2.2).
The dark channel of an image is a concept introduced in the context of haze and fog

removal techniques [49]. It represents a low-intensity channel that contains information
about the presence of haze or fog in the image. The dark channel is used to estimate
the atmospheric light and assist in the restoration of a haze-free image. Specifically, He
et al. [50] defined dark pixels as those locations in the image where the value of at least one
color channel is low. Consequently, the definition of dark channel can be given formally as

Idark(x) = min
y∈Ω(x)

( min
c∈{R,G,B}

Ic(y)) (20)

where Ic stands for the value of the color channel c ∈ {R, G, B}. Further, Ω(x) in Equa-
tion (20) represents an image patch around pixel x. Based on the above information and
denoting the area of the image by S, the definition of the dark channel feature (DCF) can
be given as

DCF =
1
||S|| ∑i∈S

Idark(i)
∑c∈{R,G,B} Ic(i)

. (21)

The entropy of an image [51] is a measure of the randomness or uncertainty in the
distribution of pixel intensities. It quantifies the amount of information or complexity
present in the image. Images with a higher entropy have more complex and varied pixel
patterns, while images with a lower entropy have more repetitive and predictable pixel
patterns. Entropy (E) is typically calculated based on the histogram of pixel intensities in
the image:

E = −
255

∑
n=0

p(n) · log2(p(n)) (22)

where p(n) represents the probability of intensity n, and the summation is performed over
all intensity levels in the histogram.

Phase congruency (PC) analysis [52,53] is commonly used in image processing tasks,
such as image feature detection, texture analysis, object recognition, and image quality
assessment. Namely, PC is a measure that captures the presence and strength of local
structures, such as edges or textures, in an image. It is based on the analysis of phase
information in the frequency domain of an image. Originally, PC [54] was defined as

PC1(x) =
|E(x)|

∑n An(x)
(23)
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where E(x) stands for signal x’s energy and An(x) is the nth Fourier amplitude of signal x.
Several modifications were carried out in the above equation by Kovesi [55] to introduce
noise compensation. Formally, it can be written as

PC2(x) =
∑n W(x)

[
An(x)∆ϕn(x)− T

]
∑n An(x) + ε

, (24)

where
[
·
]

is the floor function, T is a constant that represents an estimation for the noise
level, ε is a constant used for avoiding division by 0, and W(x) are weights for frequency
spread. Further, the phase difference ∆ϕn(x) can be expressed as

∆ϕn(x) = cos (ϕn(x)− ϕ(x))− | sin (ϕn(x)− ϕ(x))|, (25)

where ϕn(x) denotes the nth Fourier component at x and ϕ(x) stands for the average phase
at x. In this study, the mean of the PC image was used as a perceptual feature.

4. Results
4.1. Evaluation Protocol

To evaluate the performance of Benford’s law-inspired and perceptual features for
FIQA, the generic face image quality assessment 20k database (GFIQA-20k) [56] was
utilized, which is currently the largest publicly available one in the literature. The images
of this database were sampled from the Yahoo Flickr creative commons 100 million dataset
(YFCC100M) [57] and were evaluated by freelancers using the standard five-point absolute
category rating [58] scale (bad, poor, fair, good, excellent). On the whole, this database
contains 20,000 quality-annotated face images with a 512× 512 resolution. Further, the
quality ratings are in the range [0, 1] where a higher rating indicates better visual quality.
The distribution of quality ratings is shown in Figure 4. Further, Figure 5 depicts several
face images from the GFIQA-20k [56] database with the corresponding quality values.

Figure 4. Measured empirical distribution of GFIQA-20k’s [56] quality ratings.
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Figure 5. Sample images from GFIQA-20k [56]. Quality ratings are printed on the face images in the
upper left corners.

Machine learning-based methods were evaluated on the GFIQA-20k [56] database as
follows. First, the database is randomly divided into training (appx. 80% of images) and test
(appx. 20% of images) sets. Second, a machine learning-based FIQA algorithm is trained
on the training set. Third, the Pearson’s linear correlation coefficient (PLCC), Spearman’s
rank order correlation coefficient (SROCC), and Kendall’s rank order correlation coefficient
(KROCC) are computed between the quality labels of the test set and the predicted quality
labels. This process is repeated 100 times. Finally, the median PLCC, SROCC, and KROCC
values are reported.

4.2. Parameter Study

The goal of the parameter study presented in this subsection is twofold. First, a bunch
of regression algorithms are tested to find the one that fits the best to the fusion of Benford’s
law-inspired and perceptual features. Second, my goal is to prove with the experiments
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that all parts of the proposed fusion of Benford’s law-inspired and perceptual features are
relevant and important.

Seven different regression methods, the Gaussian process regressor (GPR) with a
rational quadratic kernel function [59], support vector regressor (SVR) with a radial basis
function (RBF) [60], generalized additive model (GAM) [61], extra tree [62], LSBoost [63],
binary decision tree [64], and regression neural network (NN) [65] with one hidden layer
consisting of 10 neurons, were tested to identify the best performing from them. The numer-
ical results with respect to the different regression methods are summarized in Table 2 from
which it can be observed that the GPR with a quadratic kernel function performs slightly
better than the RBF SVR and significantly better than all the other considered regression
algorithms. The obtained PLCC, SROCC, and KROCC values are visually depicted in
Figures 6–8 in the form of box plots. In each box plot, the median value is denoted by the
central mark. Moreover, the 25th and 75th percentiles correspond to the bottom and top
edges, respectively. The outliers are represented by red plus signs, and the whiskers extend
to the most extreme values, which are not considered outliers.

Table 2. Comparison of different regression modules in terms of median PLCC, SROCC, and KROCC,
which were measured on GFIQA-20k [56] over 100 random train–test splits. The standard deviation
values are given in parentheses.

Regressor PLCC SROCC KROCC

GPR 0.816 (0.005) 0.810 (0.006) 0.619 (0.006)
RBF SVR 0.808 (0.005) 0.805 (0.006) 0.613 (0.006)
GAM 0.713 (0.007) 0.706 (0.008) 0.518 (0.007)
Extra tree 0.731 (0.007) 0.723 (0.008) 0.531 (0.007)
LSBoost 0.711 (0.008) 0.713 (0.008) 0.524 (0.007)
BDT 0.607 (0.012) 0.597 (0.012) 0.428 (0.009)
NN 0.545 (0.116) 0.544 (0.069) 0.382 (0.050)

Figure 6. PLCC values of different regression methods in the form of box plots. Measured over
100 random train–test splits on GFIQA-20k [56]. In each box plot, the median value is denoted by
the central mark. Moreover, the 25th and 75th percentiles correspond to the bottom and top edges,
respectively. The outliers are represented by red plus signs, and the whiskers extend to the most
extreme values, which are not considered outliers.
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Figure 7. SROCC values of different regression methods in the form of box plots. Measured over
100 random train–test splits on GFIQA-20k [56]. In each box plot, the median value is denoted by
the central mark. Moreover, the 25th and 75th percentiles correspond to the bottom and top edges,
respectively. The outliers are represented by red plus signs, and the whiskers extend to the most
extreme values, which are not considered as outliers.

Figure 8. KROCC values of different regression methods in the form of box plots. Measured over
100 random train–test splits on GFIQA-20k [56]. In each box plot, the median value is denoted by
the central mark. Moreover, the 25th and 75th percentiles correspond to the bottom and top edges,
respectively. The outliers are represented by red plus signs, and the whiskers extend to the most
extreme values, which are not considered as outliers.

To prove that in the fusion of Benford’s law-inspired and perceptual features for FIQA
all parts are important and relevant, the following experiments were applied. First, the
performance of the individual parts was measured over 100 random train–test splits. Sec-
ond, a part of the feature vector was removed, and then the performance of the remaining
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part was measured over 100 random train–test splits. The results of these two experiment
are summarized in Figures 9 and 10 in terms of the median SROCC. From these figures,
it can be concluded that the applied Benford’s law-inspired and perceptual features are
rather mediocre predictors of face image quality, but their fusion is able to provide a high
correlation with the ground-truth quality scores. However, if any part of the proposed
feature vector is removed, the correlation strength between the ground-truth and predicted
quality scores decreases. Interestingly, some parts of the feature vector (for example, the
FDD of singular values), whose removals from the whole feature vector cause a larger
performance drop, do not have outstanding individual performances. This indicates that
all parts of the feature vector are important and relevant. Moreover, the parts complement
each other. Figure 11 depicts a ground-truth versus predicted quality scores scatterplot on
a GFIQA-20k [56] test set.

Figure 9. Performance comparison of FDD and perceptual features. Median SROCC values were
measured over 100 random train–test splits on GFIQA-20k [56].

Figure 10. Performance of the proposed feature vector in cases where a part of the feature vector was
removed. The performance of the whole feature vector is denoted by ’X’. Median SROCC values
were measured over 100 random train–test splits on GFIQA-20k [56].
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Figure 11. Ground-truth vs. predicted quality scores scatterplot on a GFIQA-20k [56] test set.

4.3. Comparison to the State-of-the-Art Methods

In this subsection, the proposed method relying on Benford’s law-inspired and per-
ceptual features is compared to several other state-of-the-art NR-IQA methods (BIQI [66],
BLIINDS-II [67], BMPRI [68], BRISQUE [69], CurveletQA [70], GM-LOG-BIQA [71], IL-
NIQE [72], NIQE [73], OG-IQA [74], PIQE [75], SSEQ [76]) on face images. As already
mentioned, the results were obtained using the GFIQA-20k [56] benchmark database. Fur-
ther, all methods using some kind of machine learning method were evaluated using
exactly the same protocol. Namely, the database was randomly divided into training (appx.
80% of images) and test sets (appx. 20% of images). Next, the PLCC, SROCC, and KROCC
were computed between the labels of tests and the predicted quality scores. This process
was repeated 100 times, and the median PLCC, SROCC, and KROCC values are reported
in this study. In contrast, opinion-unaware methods, i.e., IL-NIQE [72], NIQE [73], and
PIQE [75], were directly evaluated on the entire database without any prior partition of
the database, since these methods do not rely on any machine learning techniques. The
numerical results of this comparison are summarized in Table 3. From this table, it can be
concluded that the fusion of Benford’s law-inspired and perceptual features has proved
to be an effective image representation for the estimation of perceptual image quality.
Specifically, the proposed BL-IQA is the one from the examined methods that provides the
highest median PLCC, SROCC, and KROCC values. Namely, these values are appx. 0.02
higher than those provided by the second-best-performing CurveletQA [70] in terms of the
SROCC and KROCC and the BIQI [66] in terms of the PLCC. The numerical results of the
comparison to the state-of-the-art methods are visually summarized using radar graphs in
Figure 12.

Table 3. Comparison to other state-of-the-art algorithms using GFIQA-20k [56] database. Median
PLCC, SROCC, and KROCC values were measured over 100 random train–test splits. The best results
are typed in red, the second-best results are typed green, and the third-best results are given in blue.

Method PLCC SROCC KROCC

BIQI [66] 0.794 0.790 0.599
BLIINDS-II [67] 0.685 0.674 0.491
BMPRI [68] 0.673 0.662 0.481
BRISQUE [69] 0.721 0.718 0.527
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Table 3. Cont.

Method PLCC SROCC KROCC

CurveletQA [70] 0.799 0.779 0.591
GM-LOG-BIQA [71] 0.740 0.732 0.543
IL-NIQE [72] 0.728 0.714 0.518
NIQE [73] 0.191 0.183 0.127
OG-IQA [74] 0.747 0.735 0.546
PIQE [75] 0.207 0.095 0.066
SSEQ [76] 0.715 0.690 0.509

BL-IQA 0.816 0.810 0.619

Figure 12. Radar graph for the visual comparison of median PLCC, SROCC, and KROCC values
obtained on GFIQA-20k [56] after 100 random train–test splits.

5. Conclusions

In this study, I investigated the effectiveness of Benford’s law-inspired FDD and
perceptual features for FIQA. To be more specific, FDDs of multiple image domains, such as
wavelet, DCT, singular value, and shearlet domains, were analyzed for FIQA. Our analysis
revealed that the FDD of an image domain is a rather mediocre predictor for face image
quality. However, the fusion of different FDDs is able to provide a high correlation with
the ground-truth quality scores. Moreover, the performance of FDD fusion can be further
increased by considering several simple perceptual features, such as colorfulness, the
global contrast factor, the dark channel feature, entropy, and phase congruency. Detailed
experimental results were presented on the recently published GFIQA-20k [56], which is
currently the biggest database containing quality-labeled face images. My future work
involves the real-time implementation of FDD feature extraction using CUDA C++ for
real-world applications.
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