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Abstract: As an indirect noise source generated in the combustion chamber, entropy waves are widely
prevalent in modern gas turbines and aero-engines. In the present work, the influence of entropy
waves on the downstream flow field of a turbine guide vane is investigated. The work is mainly
based on a well-known experimental configuration called LS89. Two different turbulence models
are used in the simulations which are the standard k-ω model and the scale-adaptive simulation
(SAS) model. In order to handle the potential transition issue, Menter’s ð-Reθ transition model is
coupled with both models. The baseline cases are first simulated with the two different turbulence
models without any incoming perturbation. Then one forced case with an entropy wave train set at
the turbine inlet at a given frequency and amplitude is simulated. Results show that the downstream
maximum Mach number is rising from 0.98 to 1.16, because the entropy waves increase the local
temperature of the flow field; also, the torque of the vane varies as the entropy waves go through,
the magnitude of the oscillation is 7% of the unforced case. For the wall (both suction and pressure
side of the vane) heat transfer, the entropy waves make the maximum heat transfer coefficient nearly
twice as the large at the leading edge, while the minimum heat transfer coefficient stays at a low
level. As for the averaged normalized heat transfer coefficient, a maximum difference of 30% appears
between the baseline case and the forced case. Besides, during the transmission process of entropy
waves, the local pressure fluctuates with the wake vortex shedding. The oscillation magnitude of the
pressure wave at the throat is found to be enhanced due to the inlet entropy wave by applying the
dynamic mode decomposition (DMD) method. Moreover, the transmission coefficient of the entropy
waves, and the reflection and transmission coefficients of acoustic waves are calculated.
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1. Introduction

In the development of modern aeronautical gas turbines, combustion noise is getting more and
more attention as it may lead to severe problems in both combustion chamber and turbine stages [1].
In the 1970s, Candel [2], Marble and Candel [3], and Cumpsty and Marble [4] showed that combustion
noise comes in two types due to the different generation mechanisms. On the one hand, direct noise
is created by the acoustic waves generated by the unsteady flame heat release and they propagate
through the rest of the engine. On the other hand, indirect noise is generated when the temperature
fluctuation or hot spots (so called entropy wave [5–7]) accelerate through the turbine stage (likely,
primarily at the inlet guide vane of the first stage high pressure turbine).
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For the entropy wave, many previous studies focused on its propagation and the associated
acoustic effect. Marble and Candel [3] proposed an approach using the linearized Euler equations
(LEE) to analyze the propagation of both acoustic and entropy waves through a quasi-1D nozzle, based
on the compact nozzle hypothesis. Derived from the Marble and Candel’s work, Duran and Moreau [7]
proposed a semi-analytical method to solve the wave propagation through the nozzle without the
compact nozzle hypothesis. This method has shown correct results for the reference test case which was
performed by Bake [8]. Besides, Leyko [9] studied several supersonic cases based on the same devices
(entropy wave generators [8]), and found that the entropy-to-acoustic conversion was due to the strong
mean velocity gradient in the nozzle, including the normal shock that stands just downstream of the
throat. Considering the influence of turning flow, Cumpsty and Marble [4] extended the theory of
Marble and Candel [3] to two-dimensional compact blade rows by using the Kutta condition at the
blade trailing edge. This two-dimensional analytical method for low frequencies, or compact row
assumption, was extended to consider the enthalpy jump through a rotating blade by Duran and
Moreau [10]. In the present work, a simple turbine guide vane model is used, thus these analytical
methods can be applied while investigating the propagation of inlet entropy waves. More recently,
Wang [11] and Papadogiannis [12] evaluated the propagation mechanisms of the indirect combustion
noise generated by entropy plane waves in the Oxford MT1 high pressure (HP) stage, and revealed
the variation of the upstream and downstream entropy noise in the turbine guide vanes and blades.
Besides, Ceci [13] used the large eddy simulation (LES) to analyze the blade acoustic response to forced
temperature perturbations at the inlet, and found the dynamics of shocks emitted from the trailing
edge was completely characterized by the inlet forcing frequency of the entropy waves. The present
work investigated the variation of downstream acoustic characteristics of a turbine guide vane under
the influence of the inlet entropy wave.

Moreover, as the entropy waves go through, the heat transfer conditions of the vane surface
will also be modified. In practice, Becerril [14] considered the interaction of a realistic temperature
or entropy spot with the MT1 HP stage. Wheeler [15] used direct numerical simulations (DNS) to
investigate the influence of free stream turbulence intensity on the surface flow physics and heat
transfer. Morata [16] and Gourdain [17] predicted the wall heat transfer of a high-pressure turbine
blade by LES and proved that the increasing free-stream turbulence will enhance the heat transfer on
the vane surface. Besides, Phan [18] found that the temperature distortion amplitude of a hot streak
and its relative clocking position with the vane significantly affected the heat flux distribution. In this
paper, the variation of heat transfer on vane surface under the influence of entropy wave is considered.

The paper is organized as follows: first, the geometry and mesh are introduced as well as the
boundary conditions and the governing equations. Then, several baseline cases are shown comparing
the two different turbulence models (the k-ω model [19] and the SAS model [20]). The distributions of
both isentropic Mach number and heat transfer coefficients along the vane surface are investigated.
After that, an entropy wave train with a fixed frequency and amplitude is set at the inlet. The variation
of wall heat transfer and downstream pressure fields are investigated. To study the noise sources,
the unsteady features of those cases are characterized by the Fourier analysis and dynamic mode
decomposition (DMD [21,22]). Finally, main conclusions are drawn.

2. Numerical Setup

All the simulations are based on a well-known experimental facility [23], which is located at the
Von Karman Institute (Rhode-Saint-Genèse, Belgium).

The test section is a turbine guide vane called LS89, which was largely investigated by Art, et al. [24].
The vane is mounted in a linear cascade, made of five profiles. In order to guarantee the periodic
condition of velocity distributions and the convective heat transfer during the tests, only the central one
is used in measurements. The sketch of numerical configuration is shown in Figure 1. The chord of the
vane C is 67.647 mm and the pitch/chord ratio is 0.85. In order to limit the dependency of the solution
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to the inlet/outlet positions, the whole domain extends up to 0.6 C upstream and 1.5 C downstream
the vane.
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Figure 1. Sketch of the numerical configuration

As indicated in Morata [16] and Pouangué’s work [25], unstructured and structured mesh show
similar accuracy in numerical simulations, in the present work, an unstructured mesh is employed.
The total number of mesh elements is about 11.8 million, including 4.1 million prism cells and
7.7 million tetrahedral cells, the number of total nodes is 3.5 million. The minimum tetrahedral volume
is 1.7× 10−5 mm3, the maximum tetrahedral aspect ratio is 5.8 and the maximum tetrahedral skew
is 0.95. A sketch of coarse mesh and some details of the refined mesh in simulation are displayed
in Figure 2, the mesh in the downstream wake and at the throat is refined. Besides, considering the
heat transfer on the vane surface, 12 layers of prisms is set in the blade boundary layer which the
thickness of the first mesh layer being 0.001 mm and the stretching ratio being 1.2. Figure 2e shows the
evolution of the normalized wall distance y+. It indicates that the maximum value of y+ is close to 1,
and its position is near the leading edge (S = 0, red circle in Figure 2a) of the suction side (S > 0). y+ is
calculated by y+ = u∗y/ν, for u∗ is the friction velocity, ν is the kinematic viscosity, and y stands for
the distance between the first grid and the wall. In other directions, the mesh spacings are also under
acceptable values (∆z+ = ∆x+ = 100∆y+) [16,17].
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Figure 2. Sketch of coarse mesh (a), details of the refined mesh in simulation (b), (c), (d) and the
distribution of the normalized wall distance y+ (estimation based on result of MUR129_SAS) (e).
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In this paper, the ideal gas is assumed as the working fluid, thus the fluid viscosity follows
Sutherland’s law, and the heat flux follows Fourier’s law.

The governing equations can be expressed as:
Continuity equation:

∂ρ

∂t
+

∂
∂xi

(ρui) = 0 (1)

Momentum equation:

∂
∂t
(ρui) +

∂
∂x j

(
ρuiu j

)
= −

∂
∂x j

(
p− τi j − τ

t
i j

)
(2)

Energy equation:

∂
∂t
(ρh) +

∂
∂x j

(
ρu jh

)
= −

∂
∂x j

[
ui(pδi j − τi j) + λ

∂T
∂x j

]
(3)

where ρ is density, ui is velocity of the ideal gas, p is pressure; h is total enthalpy, T is temperature, λ is
the thermal conductivity coefficient; τi j is the viscosity tensor, given as

τi j = µ

(
∂ui
∂x j

+
∂u j

∂xi
−

2
3
δi j
∂ul
∂xl

)
(4)

Two different turbulence models are used in these simulations. One is the typical two-equation
turbulence model named k−ωmodel [19], which closes the Reynolds-averaged Navier–Stokes (RANS)
equations by solving the k and ω equations. The other is the SAS model [20] which is regarded as a
promising model in the CFD simulation and can reach a more accurate result than RANS models yet
cost less computational resources [26–28]. The SAS model includes an additional SAS source term
QSAS which contains the second derivative of the resolved flow field, resulting in a length scale, which
reacts to the von Karman length-scale in unsteady regimes.

In order to handle the potential transition problem, a Menter’s γ−Reθt transition criterion [29]
which based strictly on the local variables is used in both models. The transition model forms a
framework for the implantation of correlation-based models into general-purpose computational fluid
dynamics (CFD) methods. Two other transport equations (one for the intermittency and one for the
transition onset criterion) are adopted. The transport equations for the intermittency γ are defined as

∂(ργ)

∂t
+
∂
(
ρU jγ

)
∂x j

= Pγ +
∂
∂x j

[(
µ+

µt

σγ

)
∂γ

∂x j

]
(5)

where Pγ represents the transition sources.
The transport equation for the transition momentum thickness Reynolds number R̃eθt is

∂
(
ρR̃eθt

)
∂t

+
∂
(
ρU jR̃eθt

)
∂x j

= Pθt +
∂
∂x j

σθt(µ+ µt)
∂R̃eθt
∂x j

 (6)

where Pθt stands for the source term which forces the transported scalar to match the local value Reθt
of calculated from an empirical correlation outside the boundary layer.

All simulations have been performed with the ANSYS CFX (version 14.5) [30]. For the advection
term, a high-resolution second order central difference scheme has been used. For heat transfer, the total
energy model has been applied, including the viscous term.

There is a large range of flow conditions that have been tested experimentally, but the simulations
in this paper are mainly based on three sets of cases. Table 1 shows the details of the test cases. For the
baseline cases which without the entropy wave, the inlet total temperature is fixed as well as the
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temperature of the vane surface (Twall). In order to investigate the effect of an incoming flow entropy
wave on the heat transfer of the vane surface and the downstream pressure field, an entropy wave
train E(t) is given via a user defined function (UDF) at the inlet, while the total pressure stays the same
as the experiments. Besides, two different turbulence models (k-ð and SAS model) are compared under
different incoming flow conditions before setting the entropy wave.

Table 1. Test cases and details of the flow conditions

Case Twall (K) Pi,0 (Mpa) a P2 (Mpa) b Ti,0 (K) c

MUR129_k-ω 297.75 0.1849 0.1165 409.20
MUR241_k-ω 299.75 3.2570 1.5470 416.40
MUR129_SAS 297.75 0.1849 0.1165 409.20
MUR241_SAS 299.75 3.2570 1.5470 416.40

MUR129_SAS_Wave 297.75 0.1849 0.1165 T1(t)c
a footnote i represents the isentropic quantities. b footnote 0 and 2 represents the inlet and outlet, respectively. c

E(t) = T0 + C sin (ω0·t), T0 = 409.20 K, ω0 = 2000π, C = 100 K.

3. Results and Discussions

3.1. Case without Entropy Wave

Figures 3 and 4 display an overview of the flow calculated under the three baseline cases. For the
MUR129_ k-ω and MUR129_ SAS, the flow remains in subsonic regime, and the main unsteadiness
(highlighted by the red line box in Figure 4) is associated with the shedding vortexes from the trailing
edge and the pressure waves reflecting at the throat (only under the SAS model). For the MUR241_ k-ω
and MUR241_ SAS, there is a strong oblique shock near the blade trailing edge, which interacts with
the downstream flow. For all three baseline cases, because the numerical modeling induces some losses
and the downstream grids gradually become sparse, the vortex structure in the wake region begins to
fade away in the downstream areas.
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(b) MUR241_SAS.

As one of the focuses of this work is the heat transfer on the vane surface, the isentropic Mach
numbers along the vane are first calculated and shown in Figure 5 as a primary validation of the solver.
All simulations yield similar results, in good agreement with experiments except for slightly slower
flow on the rear part of the suction side because of a laminar to turbulent transition. The wall heat
transfer coefficient H along the vane (S = 0 is the leading edge of the vane, S > 0 and S < 0 represent the
suction and pressure sides, respectively) is calculated by

H =
qwall

Ti,0 − Twall
(7)

where Twall stands for the constant vane wall temperature and qwall is the wall heat flux. As Figure 6
indicates, for the test case MUR129, the results of both turbulence models match the experimental
data on the pressure side, while on the suction side, a laminar to turbulent transition shows up and
leads to a huge rise of heat flux. In the experiments, the transition position is estimated at S = 75 mm.
Gourdain’s work (RANS) [18] predicted a transition position at S = 62 mm. Meanwhile, the transition
position given by MUR129_SAS is about S = 67 mm, which is closer to the experimental measurement;
however, the k-ω model misses this phenomenon. For the MUR241 test cases, the profiles of heat
transfer coefficients on the pressure side are matching the experiments well. Yet, on the suction side,
with the rising inlet turbulence intensity, the transition position could not be perfectly estimated by all
RANS models. Clearly, an early or late prediction of transition would cause some big differences in
heat transfer, as shown in Figure 6b. Overall, the heat transfer coefficients along the two vane surfaces
simulated by the two models here in CFX seem to be better predicted than in the previous pioneering
RANS simulations by Gourdain, et al. [17]. Even though LES can capture more flow physics and
provide more accurate results, like in Morata’s work [16] on the same cases, the preliminary RANS
results, notably those obtained with the SAS model, provide improved and reasonable agreement with
the experiment, especially in the MUR129 case. As LES requires much higher computing resources and
is much more costly to get convergence of the simulation for sufficient periods of inlet entropy waves,
the SAS model is chosen to yield a numerical parametric investigation of the influence of entropy wave
on the pressure field and wall heat transfer characteristics.



Acoustics 2020, 2 530

Acoustics 2020, 3 FOR PEER REVIEW  7 

 

  
(a) (b) 

Figure 5. Isentropic Mach number distributions along the vane: (a) MUR129; (b) MUR241. 

  

(a) (b) 

Figure 6. Vane surface heat transfer coefficient H: (a) MUR129; (b) MUR241. 

3.2. Case with Entropy Wave 

In all simulations, the inlet total pressure Pi,0 is set to a constant value (see Table 1), whereas the 

inlet total temperature is varied with the time. Figure 7 shows the distribution of instantaneous 

temperature field. The frequency of the inlet plane entropy wave is 1000 Hz, and 𝑡0 = 2 × 10−3s is 

defined as the moment when the entropy wave is just about to impinge on the vane leading edge. 

After the leading edge splits the entropy wave train into two parts, one each passing along the 

pressure and suction sides, the entropy wave interacts with the shed vortices, then goes out at the 

outlet. 

Figure 5. Isentropic Mach number distributions along the vane: (a) MUR129; (b) MUR241.

Acoustics 2020, 3 FOR PEER REVIEW  7 

 

  
(a) (b) 

Figure 5. Isentropic Mach number distributions along the vane: (a) MUR129; (b) MUR241. 

  

(a) (b) 

Figure 6. Vane surface heat transfer coefficient H: (a) MUR129; (b) MUR241. 

3.2. Case with Entropy Wave 

In all simulations, the inlet total pressure Pi,0 is set to a constant value (see Table 1), whereas the 

inlet total temperature is varied with the time. Figure 7 shows the distribution of instantaneous 

temperature field. The frequency of the inlet plane entropy wave is 1000 Hz, and 𝑡0 = 2 × 10−3s is 

defined as the moment when the entropy wave is just about to impinge on the vane leading edge. 

After the leading edge splits the entropy wave train into two parts, one each passing along the 

pressure and suction sides, the entropy wave interacts with the shed vortices, then goes out at the 

outlet. 

Figure 6. Vane surface heat transfer coefficient H: (a) MUR129; (b) MUR241.

3.2. Case with Entropy Wave

In all simulations, the inlet total pressure Pi,0 is set to a constant value (see Table 1), whereas
the inlet total temperature is varied with the time. Figure 7 shows the distribution of instantaneous
temperature field. The frequency of the inlet plane entropy wave is 1000 Hz, and t0 = 2 × 10−3s is
defined as the moment when the entropy wave is just about to impinge on the vane leading edge.
After the leading edge splits the entropy wave train into two parts, one each passing along the pressure
and suction sides, the entropy wave interacts with the shed vortices, then goes out at the outlet.

First of all, the variation of torque on the vane is plotted in Figure 8. The black square line
represents the change of torque influenced by the entropy wave. The profiles show that the variation of
the torque on the vane is not strictly sinusoidal as the imposing fluctuations. This may be caused by the
interactions of two adjacent periodic entropy waves affecting the wall pressure distribution of the vane
simultaneously. The oscillation magnitude of the torque equals 0.0057N·m. However, the averaged
torque (over five periods) (Mave = −0.07835N·m, blue dash line) is approaching the results without
entropy wave (M = −0.07850N·m, red circle line).

As the local temperature is increased by the entropy wave, the distribution of instantaneous Mach
number is changed. The velocity of the flow is faster on the suction side than on the pressure side
(as Figure 5 shows), as the temperature drops more quickly on the suction side. As shown in Figure 9,
there appears some supersonic zones (highlighted by the black line box) in the trailing edge area.
The largest Mach number in the passage rises from 0.98 to 1.16 when there is an incident entropy wave.
Entropy wave may possibly enhance the trailing edge noise, as it presents massive distortions here.
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3.2.1. Heat Transfer on the Vane Surface

Since the inlet temperature is modified by the entropy waves, a definition of normalized wall
heat flux H’, similar to the concept of the heat transfer coefficients in Equation (7) but the reference
temperature is chosen as the averaged inlet temperature, is used here to estimate the variation of the
wall heat transfer Ti,0 = T01, as

H′ =
qwall

Ti,0 − Twall
(8)

The maximum (H′SAS_max, green triangle line), minimum (H′SAS_min, blue pentagram line),
and averaged (H′SAS_ave, red circle line) wall heat fluxes (due to the time variation) on the vane
surface of the test case MUR129_SAS during five periods are shown in Figure 10a. Since the amplitude
of entropy wave is set as 100 K and the inlet temperature is around 400 K, as indicated in Figure 10b,
when the temperature rises from 400 K to 500 K or decreases to 300 K, the air thermal conductivity
increases or decreases by 20%, thus it could be considered as a factor that affects the heat transfer on
the vane surface because the averaged heat transfer coefficient H′SAS_ave in the forced case increased by
30% relative to the baseline case (MUR129_SAS, Brown pentagon line) on the pressure side. However,
with the influence of the inlet entropy wave, it is clear that both H′SAS_max and H′SAS_min have changed
even more. For the maximum heat transfer coefficient (H′SAS_max), it has nearly doubled at the leading
edge, while H′SAS_min stays at a small level (yet still reduced by nearly 75% at the leading edge) as the
entropy waves pass through. Thus, another important reason for the variation of wall heat transfer is
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the temperature gradient of the vane surface, which means the thermal boundary layers are changed
due to the imposing entropy waves. Moreover, the transition positions indicated by the H′SAS_max and
H′SAS_min are slightly different. The transition position shown by H′SAS_min (S = 73 mm) is behind the
baseline case (MUR129_SAS).

Acoustics 2020, 3 FOR PEER REVIEW 10 

The maximum (𝐻𝑆𝐴𝑆_𝑚𝑎𝑥
′ , green triangle line), minimum (𝐻𝑆𝐴𝑆_𝑚𝑖𝑛

′ , blue pentagram line), and 

averaged (𝐻𝑆𝐴𝑆_𝑎𝑣𝑒
′ , red circle line) wall heat fluxes (due to the time variation) on the vane surface of 

the test case MUR129_SAS during five periods are shown in Figure 10a. Since the amplitude of 

entropy wave is set as 100 K and the inlet temperature is around 400 K, as indicated in Figure 10b, 

when the temperature rises from 400 K to 500 K or decreases to 300 K, the air thermal conductivity 

increases or decreases by 20%, thus it could be considered as a factor that affects the heat transfer on 

the vane surface because the averaged heat transfer coefficient 𝐻𝑆𝐴𝑆_𝑎𝑣𝑒
′  in the forced case increased 

by 30% relative to the baseline case (MUR129_SAS, Brown pentagon line) on the pressure side. 

However, with the influence of the inlet entropy wave, it is clear that both 𝐻𝑆𝐴𝑆_𝑚𝑎𝑥
′  and 𝐻𝑆𝐴𝑆_𝑚𝑖𝑛

′  

have changed even more. For the maximum heat transfer coefficient (𝐻𝑆𝐴𝑆_𝑚𝑎𝑥
′ ), it has nearly doubled 

at the leading edge, while 𝐻𝑆𝐴𝑆_𝑚𝑖𝑛
′  stays at a small level (yet still reduced by nearly 75% at the 

leading edge) as the entropy waves pass through. Thus, another important reason for the variation 

of wall heat transfer is the temperature gradient of the vane surface, which means the thermal 

boundary layers are changed due to the imposing entropy waves. Moreover, the transition positions 

indicated by the 𝐻𝑆𝐴𝑆_𝑚𝑎𝑥
′  and 𝐻𝑆𝐴𝑆_𝑚𝑖𝑛

′  are slightly different. The transition position shown by 

(a) (b) 

Figure 10. Influence of the entropy wave on the wall heat transfer (a) and the variation of air thermal 

conductivity (b) with temperature. 

Figure 11 shows the distribution of wall heat flux on the suction side at different moments under 

the influence of entropy wave in further details. Notice that the white and red dash line represent the 

transition position of MUR129_SAS (without entropy wave) and MUR129_SAS_Wave (with entropy 

wave), respectively. After the entropy wave impinges the leading edge, the transition position moves 

downstream at the first 1/4 period, then the position moves upstream in the last 3/4 period. When 𝑡 =

𝑡0 + 0.25𝛿, the transition position is closest to the trailing edge. In general, due to the effect of the 

inlet entropy wave, the transition position is delayed slightly compared to the baseline case. 

Figure 10. Influence of the entropy wave on the wall heat transfer (a) and the variation of air thermal
conductivity (b) with temperature.

Figure 11 shows the distribution of wall heat flux on the suction side at different moments under
the influence of entropy wave in further details. Notice that the white and red dash line represent the
transition position of MUR129_SAS (without entropy wave) and MUR129_SAS_Wave (with entropy
wave), respectively. After the entropy wave impinges the leading edge, the transition position moves
downstream at the first 1/4 period, then the position moves upstream in the last 3/4 period. When
t = t0 + 0.25δ, the transition position is closest to the trailing edge. In general, due to the effect of the
inlet entropy wave, the transition position is delayed slightly compared to the baseline case.Acoustics 2020, 3 FOR PEER REVIEW  11 
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3.2.2. Downstream Acoustic Field

Figure 12 shows the distribution of the instantaneous static pressure. Compared to the result of
MUR129_SAS, not only in the throat, but also at the trailing edge area, the magnitude of pressure
waves start to oscillate as the entropy wave goes through, the oscillation magnitude at the downstream
plane (the black dash line) is around 3660 Pa. To investigate the effect of entropy waves on the pressure
fields, the dynamic mode decomposition (DMD) [12] method is performed on the instantaneous data
over five periods at mid-span.
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Figure 12. (A): Distribution of instantaneous static pressure (without entropy wave); (B): Distribution of
instantaneous static pressure at different times within one period with entropy (δ = 2π/ω0 = 1 ms) wave.

The modulus and phase of both temperature and pressure waves are shown in Figure 13 (under
1 kHz mode). First of all, the temperature modulus at the inlet (Figure 13a) is 100 K as expected from
the imposed entropy waves. Similarly, the phase at the inlet section which is indicated by Figure 13c
shows that the entropy wave stays in the plane wave form until it is about to impinge the leading edge
of the guide vane. Then the modulus begins to distort as the (entropy wave) goes through. The phase
also implies a different distortion between the pressure side and suction side, due to the different flow
acceleration as the Figure 12A shown.

As seen in Figure 12, the oscillation magnitude of the pressure wave at the throat is increased.
The modulus of pressure (Figure 13b) shows a peak on the suction side where the acceleration of the
flow is strong. Meanwhile, the highest pressure modulus is found near the trailing edge area, which is
most likely caused by the interaction with the wake. However, the phase stays almost the same in the
throat around the suction side (Figure 13d).

Moreover, DMD is also performed in x-normal axial planes (represented by black dash lines in
Figure 12) which are 20 mm from the inlet and the outlet to detect the propagation of the generated
acoustic waves [11]. The interested variables (like pressure, density) are performed at same time.
The downstream propagating acoustic wave can be described as w+ = p′/γp + u′/c, while the
upstream propagating acoustic wave is given by w− = p′/γp − u′/c. The entropy wave can be
calculated by the equation ws = p′/γp − ρ′/ρ. The prime represents fluctuations and the overbar
indicates time-averaged variables, γ stands for the heat capacity ratio, ρ is the flow density, and p is
the static pressure. The entropy wave attenuation is defined as βs = ws

2/ws
0, and the acoustic wave

reflection as βr = w−0 /ws
0 and the transmission as βt = w+

2 /ws
0, where subscripts 0 and 2 represent the

inlet and outlet of the domain (as indicated in Table 1), respectively. The calculated coefficients are
given in Table 2 where they are also compared with the compact theory [7,31].
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Table 2. Reflection and transmission coefficients for entropy wave frequency

Case Calculation Theory

βs 0.6360 1
βr 0.0554 0.0617
βt 0.0166 0.0064

Regarding the entropy wave attenuation, the calculation coefficients processed by DMD indicate
that the injected entropy wave has been dissipated a bit, while as the compact theory completely
neglects the attenuation process during the transmitting. The residual entropy waves may still able to
enhance the downstream noise as the highest-pressure modulus is found to be located at the trailing
edge area. This could be caused by the relatively big temperature amplitude of the injected entropy
wave (100 K). For the acoustic wave reflection, the coefficient is slightly smaller than the theoretical
value, which may be because the high-pressure zones in the throat prevent the acoustic waves generated
downstream from propagating upstream (inlet area). Moreover, for the acoustic wave transmission,
the coefficient is bigger than the theoretical value, this is because, in the compact theory (2), assuming
the entropy waves are just convecting through the turbine blades with no distortion might lead to the
differences of results between the simulations and theory. The downstream propagating acoustic wave
may get enhanced due to the wakes as the highest pressure modulus found near the trailing edge area.

4. Conclusions

This paper has investigated the pressure field and wall heat transfer characteristics of a
high-pressure turbine guide vane. A complementary analysis, including the indirect combustion noise
generation, has also been conducted by adding an entropy wave at the inlet at a constant frequency
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(1 kHz) with a typical amplitude (100 K). The transition of the boundary layer and the heat transfer of
the vane surface has also been evaluated.

First, two different turbulence models—the k-ω and SAS models—have been compared by
calculating two baseline cases. The isentropic Mach number along the vane surface shows essentially
no difference between the two turbulence models. However, for the heat transfer coefficients, the results
of the SAS model are in better agreement with the experimental data. In addition, the SAS model is
capable of capturing more flow details such as the vortex shedding, reflecting pressure waves, and the
transition position.

Second, after setting an entropy wave train at the inlet, wall heat flux of the vane surface is
modified, as the entropy wave goes through the vane row. The maximum wall heat flux is nearly
doubled at the leading edge, while the minimum wall heat flux remains relatively small. Moreover,
influenced by the inlet entropy wave, the transition position is modified. The position implied by
the three heat transfer coefficients (which are MUR129_k-ð, MUR129_SAS, and MUR129_SAS_Wave)
are slightly different. The instantaneous position is modified periodically around the position of
the baseline case. Besides, the torque on the vane is also changed, while the time averaged torque
approaches the results of the baseline case.

Finally, the DMD method is applied to investigate the influence of entropy waves on the pressure
fields. The oscillation magnitude of the pressure wave at the throat is enhanced due to the inlet
entropy wave, some peak on the suction side can be observed as the acceleration of the flow is strong.
The propagation coefficient of the entropy waves and the reflection and transmission coefficients of
acoustic waves are calculated. Meanwhile, the highest-pressure modulus is found to be located at the
trailing edge area, which may mean the entropy wave would probably enhance the trailing-edge noise.
As the Marble’s [3] theoretical approach completely neglects the entropy wave attenuation process,
the entropy waves are transmitted less efficiently to downstream fields than the theory. The reflected
acoustic waves are slightly weaker than in the compact theory. However, the transmitted acoustic
waves become stronger than the theoretical results, and may therefore amplify some potential acoustic
instabilities in the flow field and likely induce some extra indirect noise.

Although the above two models (k-ω and SAS model) can get reasonable results in a relatively
short time, a more accurate turbulence model that costs more computational resources named ‘large
eddy simulation’ will be used in the future work. Meanwhile, entropy waves of different amplitudes
and frequencies will be employed to obtain more systematic conclusions. Moreover, if the test cases
can be conducted in the experiments, the conclusions of the present work will be more convincing.
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