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Abstract

:

Advances in digitization technologies have made possible the digitization of entire archaeological sites through a combination of technologies, including aerial photogrammetry, terrestrial photogrammetry, and terrestrial laser scanning. At the same time, the evolution of computer algorithms for data processing and the increased processing power made possible the combination of data from multiple scans to create a synthetic representation of large-scale sites. Finally, post-processing techniques and the evolution of computer and mobile GPUs and game engines have made possible the exploitation of digitization outcomes to further scientific study and historical preservation. This route was opened by the gaming industry. In terms of research, the exploitation of these new assets in conjunction with new visual rendering technologies, such as virtual and augmented reality, can create new dimensions for education and leisure. In this paper, we explore the usage of large-scale digitization of a heritage site to create a unique virtual visiting experience that can be accessed offline in VR and AR and on-site when visiting the archaeological site.
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1. Introduction


Making large-scale heritage sites accessible through digital technology is still a major challenge today. In this work, the challenge was providing multimodal access to the digitization of the Palace of Knossos and its peripheral sites in collaboration with the Ephorate of Antiquities of Heraklion. Knossos is best known for its monumental palace, the so-called Minos Palace [1,2,3,4], excavated by Arthur Evans [4]. The archaeological site and its peripheral sites are composed of a complex structure that has multiple internal and external sites complemented with modern additions as part of the restoration process. The digitization of the site was a great challenge by itself, which resulted in a complete set of registered and fully exploitable 3D digital assets. In this work, we build on this digitization to offer novel means of exploration.



In this work, we use the term multimodal access as an umbrella term for the following 3D rendering and interaction scenarios: (a) standard interaction with a computer and mouse using GPU-based rendering, (b) VR headset and VR controllers for interactive navigation in the heritage site, and (c) mobile augmented reality that maps the position and orientation of the mobile phone with the virtual spaces and supports POI activation through touch interaction. The result of this work is an innovative, interactive digital tour guide [5] currently published for mobile app stores.




2. Related Work


The term virtual exhibition (VE) is used in the domain of digital cultural heritage (DCH) to describe a variety of technical solutions, interactions, and immersion styles. In the 2000s, the majority of VEs were web-based [6,7], and from the early 2010s, basic guidelines for creating interesting and compelling VEs were contributed [8,9,10]. In parallel, digital technology explored ways of enhancing the museum experience through on-site and mixed reality (MR) VEs [11,12,13], authoring environments for web-based virtual museums [14,15], and authoring web-based virtual environments to provide a synthetic representation of cultural heritage (CH) subjects including intangible dimensions [16,17].



2.1. Virtual Reality and Cultural Heritage


Using virtual reality technologies in the CH context is not new since several approaches have been proposed in the past two decades. Starting from CAVE-based virtual reality, researchers have proposed several approaches that include both immersive presentation through VR and haptic-based manipulation of heritage objects (e.g., [18,19]). The profound benefits of interacting with CH in VR gave birth to several new approaches that merged 3D reconstruction technologies with VR. By employing 3D reconstruction, realistic digital replicas of CH objects were implemented and integrated into VR experiences (e.g., [20,21]). In earlier approaches for CH presentation, digitization was not possible due to the immaturity of the technology, and technological restrictions of the rendering hardware schenes from archaeological sites were modeled from scratch in 3D (e.g., [22,23]). This, of course, resulted in lower-quality 3D models but enabled researchers to complement the reality of the heritage site (the structural remains) with digitally manufactured structures and, thus, provide a digital restoration of the monument (e.g., [24,25]). These works went even further by simulating the weather and daily life in ancient CH sites through the graphics-based rendering of nature and autonomous virtual humans. The evolution of VR devices with the emergence of commercial VR headsets and VR controllers greatly simplified the implementation of VR-based experiences (e.g., [26,27]). At the same time, 360 photography and 360 videos made possible another form of virtual reality through inexpensive VR headsets that could be mounted on smartphone devices. Such approaches were further augmented by including information points and interactive spots within 360 videos that could be activated using a more advanced interaction technology, such as an Oculus headset and controllers (e.g., [28,29,30,31]). Furthermore, studies focused on the resource-demanding task of streaming 360 videos in such headsets (e.g., [32,33]). From a sustainability perspective, VR is proposed as an alternative means of access to endangered CH sites that, due to visiting pressure, would benefit through the redirection of visits to digital media (e.g., [34]).




2.2. Augmented Reality and Cultural Heritage


AR has been the subject of continuous research throughout the years, and the algorithms used have kept evolving, thus contributing to its potential. AR research provides clues that it can enhance learning as a consequence of multiple key features that are otherwise missing from common educational means [35]. In the work of Irwansyah et al. [36], it was shown that learning enhanced with AR can increase the overall experience of students in school-related subjects, such as chemistry, or even strengthen the learning experience of young children in cultural heritage sites [37]. A fascinating work by M. Claudia et al. [38] explored the value of AR for cultural heritage sites using the stakeholder approach. By conducting an exploratory study on museum stakeholders, personnel, and focus groups, they reported that there are numerous perceived value dimensions of AR within the cultural heritage tourism context for stakeholders, including economic, experiential, social, epistemic, historical and cultural, and educational value.



Mobile AR research started by integrating feature extraction algorithms into mobile phones and using camera input for the acquisition of images (e.g., [39]). Other approaches used more advanced mobile devices (that used to be called PDAs) to augment digital scenes with more advanced information including virtual humans (e.g., [40]). More recent approaches employed the increased processing power provided by modern mobile phones to provide various forms of AR, such as augmentation of the images of the mobile device camera with information (e.g., [41,42]) that includes the interpolation of 3D digitizations with the camera input (e.g., [43]). Other approaches blend the virtual and the digital by replacing the physical remains of a heritage site with a digitally enhanced version of the site at the time of its creation ([44]). Last but not least, physical objects have been used to support the visualization and interaction with archaeological artifacts in AR (e.g., [45,46]).



The wide availability of mobile devices in the context of CH has opened a new world of opportunities and expanded its usage in other contexts, such as in the domain of teaching tangible and intangible CH (e.g., [47,48,49]).




2.3. Mixing Augmented and Virtual Reality


In the last few years, mobile devices have been able to support larger and computationally heavy AR scenes, supporting a new trend called “AR Portals”. The concept of an AR Portal application is that, by using the currently available AR features that are supported in a mobile device such as plane detection, the user can spawn a portal (or door) to another world and, by walking through the portal, is transported into that world. After being transported, the user can roam and freely explore the world by moving and rotating the mobile device. A great application called “The Historical Figures AR” allows its users to walk through a portal and visit multiple sites of historical importance, including Albert Einstein’s lecture hall, Marie Curie’s laboratory, and others [50]. Of course, they are not historically accurate and are freely stylized for visual aesthetics, but it shows the potential of AR Portals.



Further approaches are proposed by augmenting the physical location with digital information and supporting alternative forms of interaction through the manipulation of physical objects as interactive devices exploited mainly in the context of physical museum installations rather than archaeological sites (e.g., [51]).




2.4. Progress Achieved by this Work


Overall, during the past two decades, an extensive amount of work has targeted technologies with the ability to augment the way that we perceive, visit, interact, and learn cultural heritage. This has inevitably resulted in a plethora of technologies both from the hardware and software side [52,53]. In this work, we focus on creating widely accessible, high-quality CH content by simplifying the implementation cycle and simultaneously targeting mobile AR, virtual reality, and desktop-based presentation and interaction. Since great effort is currently focused on making digitizations suitable for these technologies (e.g., [54,55]), we perform a high-quality optimization of the digitization outcomes once ensuring that the optimized result is suitable for all targeted platforms. To do so, we emphasize texture quality and reduce the mesh complexity, thus delivering visually stunning results on all platforms. Then, we choose a cross-platform game engine for the implementation, and we develop the application core in a cross-platform manner, minimizing the platform-specific implementations [56]. This results in only having to adjust the device and interaction-specific functionalities to achieve cross-platform access. With this strategy, we are managing this work to target Android-based AR-capable devices [57], IOS devices [58], Oculus Quest [28] headsets, and standard desktop computers with mainstream GPUs.





3. Design and Method


This work builds on the digitization of the heritage site, which is extremely important for providing a robust cross-platform model in the form of a reusable 3D asset for immersive application development. Starting from that, we then present the selection of the game engine most suitable for the needs of this work, and we conclude with asset handling in the game engine and mobile device optimizations.



3.1. Digitization of the Heritage Site


For digitization, a combination of technologies was used, including aerial photogrammetry [59] and terrestrial laser scanning [60,61]. For aerial photogrammetry, several flights had to be conducted to extract the 3D outdoor models. The flights were conducted at the lowest possible altitude to obtain the highest possible photo resolution. The lower altitude of the flights was 10 m, and the highest was 30 m. Furthermore, for the terrestrial scans and scans of indoor spaces, a Faro Focus M70 laser scanner solution [62] was used. The scanner was placed at many different points based on the placement plan for full coverage. The data were complemented with panoramic photos and photos that documented several locations of the archaeological site.




3.2. Digitization Post-Processing


Since digitization techniques, such as photogrammetry and laser scanning, were used for the digitization of the archaeological site, it was impossible to import the post-processing results directly into the application. 3D model reconstruction techniques tend to output models with highly unoptimized mesh topology and millions of vertices. As a result, various optimizations were performed to output a usable model suited for the performance standards of AR and VR. Initially, there was a need to unify all laser scans with the aerial photogrammetry mesh creations into one mesh that was suitable for AR and VR applications. The unification of all the scans enabled the creation of high-resolution textures (16k~268.4 megapixels) with approximate isotropic texture distribution following an image-stacking approach. For previewing purposes in the 3D viewer, a 4k-downscaled texture variation of the textures was used, but for the final synthesis in the compositor function, the original 16k textures were used. The detailed digitization process and the proposed methodology are presented in [63]. The results of the aforementioned process are available through a zenodo dataset [64]. Table 1 presents the details of the optimizations in terms of mesh size, comparing the initial registered and mesh scans, and the final optimized meshes used in AR and VR.




3.3. Selection of the Appropriate Game Engine


Since the goal of this work was to provide interaction through three alternative modalities, i.e., personal computers, Android and IOS-based mobile devices, and oculus devices, the selection of the game engine was based on its cross-platform capabilities. The game engine selected was Unity [65], which is a multipurpose engine that allows for quick iterations and high-fidelity 3D rendering of graphics on multiple devices. In particular, the universal rendering pipeline (URP), which includes a node-based shader network and eliminates the need for direct scripting for graphics processing units, was used (GPU). The basic implementation in the case of AR rendering was complemented by integrating ARCore [66]. ARCore is a great library that offers a variety of features for AR uses and, in this work, we used the camera tracking facility.




3.4. Using Digitizations in Unity Cross-Platform Apps


Apart from the post-processing described above, which was performed to implement a single registered model, further post-processing within Unity was performed. Besides the mesh and the texture, which were provided by the reconstruction and optimization methods, each model required a set of box colliders for the user to be able to walk and to be free to explore while also bumping into walls. Additionally, it was decided that each archaeological site would have information bubbles so that, when the user clicks on them, information about the related point would appear on the screen. Therefore, each site required a “package” that contained (a) the mesh, (b) the texture, (c) the set of box colliders, and (d) the positions and indices of the information points. In Unity, this is called a prefab. Prefabs, though, do not contain the actual data; they only contain references to files in the project and how they are placed within the prefab. To export this information in an actual file that contains the data, the prefab needs to be built into an AssetBundle, another file format of Unity. Unity provides a 3D editor in which the transform properties and placement of objects inside the scene can be edited. In this way, a prefab could be created for each site following the diagram shown in Figure 1.





4. Implementation


To support the multimodal presentation of the CH site, we followed a strategy that allowed us to keep the main core of the virtual tour the same, implemented it in Unity 3D, and adapted only the world set-up and the interaction metaphors to each specific variation of the tour. As a result of following this approach, the virtual 3D world remained the same, and what was altered was the way that the user navigated and the modality used for the interaction. This is presented, in this paper, starting from the application core and then the AR implementation, which is the most complex one. Then, we present the required adaptations in VR. Last but not least, the desktop implementation is presented as the simpler alternative, where the mouse point-and-click metaphor is used for user interaction and navigation.



4.1. Application Core


The application core consists of four Unity3D [64] scenes in total. Unity allows you to have multiple scenes, each organized individually and serving its purpose. Out of these scenes, “Introduction” (Figure 2a), “Map 2D” (Figure 2b), “Settings”, and “Information” (Figure 2c) are the scenes that contain a canvas element that is used for UI rendering and navigation.



Introduction: In this scene, the purpose and functionality of the application are introduced in a common multistep fashion. If it is the first time the user launches the app, it also sets its language settings to the device’s default system language. Only English and Greek are supported at the time of the writing of this report.



Map 2D: In “Map 2D”, the user can select the point of interest they would like to learn more about. In “Map 2D”, the user can pan and zoom in and out of a multilayered map of Knossos and click on pins representing the points of interest to load to their information page.



Information: After clicking on a pin either from the 2D or AR map, the user is transferred to the information page of the point of interest. On this page, the user can read some brief information about the point or click on a button to be redirected to the official webpage of Knossos to learn more. On twelve points in total, there is also the option to have a “Virtual Tour”. By clicking on this button, the user is redirected to the “Scene Loader” scene, where the asset bundle will begin downloading. For this page, all the information and the metadata required are stored in a JSON formatted file in the Resources folder of the Unity project.



Settings: In the settings page, the user can change the language of the application and be redirected to the following websites: (a) the Ephorate of Antiquities of Heraklion, (b) terms and conditions of using the application, (c) and the official page of FORTH who designed and developed the application.




4.2. AR Application


To virtually augment the real world, the mobile device with AR capabilities needs to first register itself in the 3D space and constantly update its position. This is required so that if a virtual ball, for example, is augmented on the floor of a room, the ball gives the impression that it stays in the same physical position while the user moves and rotates the device. It is as if the ball is there, and the user’s movement should not affect it. The most common way to achieve this in mobile applications is by using the input of the camera to create and compare key features of each image. By tracking and comparing an individual key feature from two frames, the software in use can understand how the device moved concerning the key feature in 3D space. By doing so for multiple features in each image, accurate camera tracking is achieved. This implies that, by simply using the bare minimum of AR requirements, a lot of processing power is drained from the device. Hence, the application needs to be properly optimized to achieve an acceptable frames-per-second (FPS) count.



The navigation is accomplished by using either “Map2D” or “Map AR”, which are additional components added specially for the AR implementation. From the “Map AR” page, the user can scan the physical map of Knossos that is installed at the heritage site to augment it with 3D-labeled pins for each point of interest (Figure 3a). Then, when selecting a pin, the “Scene Loader” component loads the scene in AR mode. To do so, “Scene Loader” uses the metadata passed from the “Information” page to load and store the specified asset bundle. It begins with a loading screen presenting the site that was selected, and when everything is ready, it spawns the user to the designated starting position. If it is the first time the user enters the “Scene Loader” scene, the user is presented with two short navigation tips in the form of small popup windows as shown in Figure 3b and Figure 4a. At this point, the user is in AR and can freely move their device; the user’s movements will have a one-to-one correspondence with the virtual environment. In addition, the user is provided with a small joystick on the bottom right of the screen to walk longer distances than their physical space would probably allow. Finally, the user can click on information stops indicated with a circle and an “i“ letter to read more information about the specific location. If the user tries to load the same site at a later point, it will not need to be downloaded since it will already be stored in the device’s local storage. The overall application flow is presented in Figure 4b.



Regarding storage issues on mobile devices, storing everything in the device is not a scalable solution. Each asset bundle for each archaeological site would be approximately 40 to 80 Mbytes. This is sufficient for desktop-based applications but poses severe requirements on the mobile application targets. By including all assets, the mobile application file would require between 1 to 1.5 GBytes of data storage. Therefore, the asset bundles are loaded remotely through a web server upon starting the virtual tour of a site. Additionally, when an asset bundle is downloaded, it is also saved on the device’s local storage; as a result, when the same site is loaded, it will not need to be downloaded again. A problem worth mentioning with this approach was that, for each build platform that the application targets, separate asset bundles need to be built. For example, in our application, we support Android and IOS. Therefore, two asset bundles need to exist for every site, one built for targeting Android and a different one built for targeting IOS.



The app was submitted and accepted in both Google Play [67] and the App Store [68]. Examples of digitizations and the AR app can also be accessed in the form of rendered videos through Zenodo (https://doi.org/10.5281/zenodo.7431760 (accessed on 15 January 2023)).




4.3. VR App


For the VR app, the application core remains the same. In addition, Unity’s own VR library, XR SDK, was the main library used in this project [69]. By using XR SDK, the developing cycle of the VR app was greatly accelerated, and vast portability between different HMDs was easily achieved through Unity’s multi-platform support. While developing the application, the Oculus (Meta) Quest 2 was the main testing unit, which is currently the industry’s standard and most affordable stand-alone VR headset.



VR development is a notorious field when it comes to performance optimizations since every frame has to be rendered twice in the system; specifically, one frame for each eye of the user has to be rendered to simulate spatial depth [70]. The cost of rendering everything twice is well paid in performance, meaning that we have to compromise with lower fidelity graphics and optimize as much as possible. When we allow for low frame rates or frame drops in VR applications, it may cause the user to feel nauseous and ultimately create negative feelings both towards the tour of the cave and the experience of VR as a whole [71]. Luckily enough, we performed this task when optimizing the digitization for AR rendering; therefore, no further post-processing was required, and the VR was able to achieve a sufficient frame rate while rendering the virtual scenes.



Of course, not all scenes could be loaded at once and still sustain the same frame rate. Our solution to the problem was to divide and conquer; we used the split AR scenes, and each one was used to represent a “game level” on the VR application. To traverse through each scene, the user will enter portals or use Map AR and Map 2D.



Regarding navigation in the VR space, it is an industry-standard that at least two methods of movement should be provided to the user in a VR environment: (a) joystick walk and (b) point and teleport [72,73,74]. Using the Oculus controllers, virtual hands are visualized in the scene (Figure 5). The user has the option to move as if they are walking by pushing the left-hand joystick in the desired direction. Also, by clicking the right-hand joystick, the user can change the direction in which they are looking by 30°. In addition, by pressing the trigger of the right hand, the user can target a position on the floor and teleport there instantaneously (Figure 6). The reason for supporting these methods of movement is that some people tend to feel nauseous when using only the walking method. Finally, using the same controllers, the user is interacting with the 2D interfaces of the application core.




4.4. Desktop App


For the desktop app, the implementation was very straightforward, since the entire model could be loaded through asset bundles from the local storage, reducing loading times and network bandwidth. Regarding interaction with the application, an approach used in computer-based action games is followed. The mouse pointer is hooked to the camera in the 3D world, and its movement is directly mapped in a movement of the “virtual eyes” location in the world. At the same time, the arrows combination or the AWSD keys are used to move in the virtual space. Finally, user selection is performed using the space key.





5. Conclusions, Synopsis, and Lessons Learned


In this paper, we presented our efforts toward making available in multiple forms and through multiple interaction and presentation modalities the digitization of the Palace of Knossos. Taking the rendering capabilities of mobile devices as a baseline for our 3D model, we performed the appropriate optimizations to simplify the mesh structure and increase the texture quality to maintain a balance in terms of size and needed resources while sustaining a high texture-quality model. Using this little optimization trick, we were able to reduce the required processing power while delivering an excellent visual result. Furthermore, we split the digitization into asset bundles to allow a small app size with an overhead of real-time downloading of assets when required. Caching was used to maintain the already downloaded assets. In the mobile device, we followed the approach of AR portals accessed within the heritage site to give the dimension of travel, while AR capabilities were used to simulate the digital space within the physical location where the app was accessed. In the VR variation, the mobile device was replaced with an Oculus Quest, and the navigation was facilitated following the industry standard and the default controllers that were provided by the device. Finally, in desktop mode, everything was simplified by allowing the entire mode to be loaded at once, and for interaction, the standard first-person gaming approach was used.



Overall, in this work, we managed to deliver a new approach toward reusing digital assets and technologies across platforms. Traditionally, each of the aforementioned implementations would need the usage of different code bases, different variations of digital assets, and even a different development team since the technologies were domain dependent. With the advance of modern game engines, the evolution of mobile devices, and a well-defined development methodology, we can simplify things by reusing digital assets and maintaining the same code base. Device-specific application libraries were used only for optimizing the interaction per device, and the adaptation code was less than ten percent of the codebase. Furthermore, the digital model was the same with the only variation being split into application bundles to support mobile devices. It was also crucial that using Unity, we were able to target both Android and IOS-based devices that cover the majority of the mobile market.



As a synopsis of our experience, we can safely conclude that the advances in AR and VR technologies and the evolution of game engines have made possible the usage of high-res outputs from 3D reconstruction technologies for the implementation of cross-platform experiences. In this paper, we provided, through these advancements, an alternative way of digitally visiting a well-known heritage site that receives more than 800,000 visitors per year. Apart from the technological success of this endeavor, we are contributing to the sustainability of the heritage site, which is already under extreme pressure due to summer-time over-tourism.
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Figure 1. The contents of a prefab. 
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Figure 2. Screenshots of the available menu pages of the application. (a) Introduction, (b) Map2D, (c) Information panel. 
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Figure 3. Knossos AR app (a) Screenshots of the AR, (b) virtual tour of the “Throne Room” (upper right figure), and “Temple Tomb” (lower right figure). 






Figure 3. Knossos AR app (a) Screenshots of the AR, (b) virtual tour of the “Throne Room” (upper right figure), and “Temple Tomb” (lower right figure).



[image: Heritage 06 00131 g003]







[image: Heritage 06 00131 g004 550] 





Figure 4. (a) Screenshots of the AR virtual tour and (b) a diagram of the application’s available scenes and transitions. 
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Figure 5. Mapping VR controllers to virtual hands in the 3D space. 






Figure 5. Mapping VR controllers to virtual hands in the 3D space.



[image: Heritage 06 00131 g005]







[image: Heritage 06 00131 g006 550] 





Figure 6. Teleporting between scenes in VR. 
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Table 1. Details of mesh level optimization per site.
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	Point of Interest
	Number of Scans
	Total Faces (Merged Model)
	Total Faces

(Simplified Model)
	Reduction





	Queen’s room
	14
	~4,550,000
	~326,500
	92.82%



	The Hall of the Double Axes and the Queen’s Megaron
	18
	~5,850,000
	~305,000
	94.79%



	Throne room
	52
	~16,900,000
	~323,200
	98.09%



	North Lustral Basin
	11
	~3,575,000
	~392,000
	89.03%



	Caravan Serai
	13
	~4,225,000 and ~5,000,000 from aerial scanning
	~424,000
	95.40%



	Little Palace at Knossos
	25
	~8,125,000 and ~5,000,000 from aerial scanning
	~1,472,500
	88.78%



	South House
	30
	~9,750,000
	~326,000
	96.66%



	South Propylaeum
	12
	~3,900,000
	~328,260
	91.58%



	North Entrance, North Pillar Hall
	13
	~4,225,000
	~645,400
	84.72%



	Royal Villa at Knossos18
	24
	~7,800,000 and ~965,000 from aerial scanning
	~565,000
	93.55%



	Temple Tomb
	22
	~7,150,000 and ~5,000,000 from aerial scanning
	~326,650
	97.31%
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