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Abstract

:

This research paper reports the process and results of a project to automatically classify historical and non-historical buildings using airborne and satellite imagery. The case study area is the center of Yazd, the most important historical site in Iran. New computational scientific methods and accessibility to satellite images have created more opportunities to work on automated historical architecture feature recognition. Building on this, a convolutional neural network (CNN) is the main method for the classification task of the project. The most distinctive features of the historical houses in Iran are central courtyards. Based on this characteristic, the objective of the research is recognizing and labeling the houses as historical buildings by a CNN model. As a result, the trained model is tested by a validation dataset and has an accuracy rate of around 98%. In Sum, the reported project is one of the first works on deep learning methods in historical Iranian architecture study and one of the first efforts to use automated remote sensing techniques for recognizing historical courtyard houses in aerial images.
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1. Introduction


1.1. Deep Learning, Remote Sensing, and Their Application in Historical Architecture Recognition


A few years ago, computer vision progressed to develop programs for the recognition and classification of existing elements in several functions [1]. Automated remote sensing and recognition of historical buildings based on airborne and satellite images is a new method in historical city studies. Automating some of the imaging tasks for the recognition of historic architectural features is a proper solution to achieve more acceptable results in comparison to the convolutional methods [2,3,4]. There are numerous research works on deep learning applications for image classification, both for general [5,6,7] as well as specific aerial images [8,9,10,11,12,13], gait recognition [14], medical images [15], microorganism classifying [16], vehicle recognition [17], recognition of fruits [18], and urban environment recognition [19]. Furthermore, there are some projects focusing on architectural heritage classification using techniques like instance retrieval [20], block-lets hierarchical sparse coding [21], detection of patterns [22], building image classification [23,24,25,26,27] computer vision algorithms [28], Gabor filters, Support Vector Machine (SVM) [29], local features learning and clustering [30], deep learning and architectural heritage [23,31,32], and multinomial latent logistic regression [33].



Automatic feature extraction is intended to become another method for researchers to quickly build a dataset of features in broad historical and archaeological areas. Historical architecture researchers and archaeologists can produce more efficient results with deep learning pattern recognition techniques. Although Deep convolutional neural networks (CNNs) were developed in 2012, it is appropriate for using trained CNNs for many subjects [8,34,35,36,37,38,39].



This study demonstrates the applicability of CNNs for historic architectural prospection by using them to recognize historical buildings in airborne and satellite images of historical cities. A case study of Yazd, Iran, has been chosen for this aim. Currently, experts use traditional methods and field visits to identify historic homes which takes a lot of time and has many obstacles. This research seeks to provide a simpler and faster method with the help of computers by an interdisciplinary approach.



The most important feature used in this process is the central courtyard, since all historical buildings of Yazd have a central courtyard, and new buildings have a yard on one side. This process appreciably reduces mapping time and field visits. It also increases the accuracy of the work. Therefore, in this article, we have created a method for the first time that can be used in historical context studies.



The article begins with a review of the literature on the historical architecture of Iran. The next step introduces the case study. Then the goals of the research are described in detail. In the next step, the research method is explained. This stage is the contribution and enlightenment of knowledge. At this point, a new technique is being developed that combines programming expertise with architecture and urban planning to distinguish historic from non-historical structures, and the morphology of historical context. In the final step, the results of testing the research method are introduced and analyzed.




1.2. The Historical Architecture of Iran


Every city in Iran has historic areas with thousands of typical residential buildings and many historic structures. Houses with courtyards are constructed and developed for a long time in hot-arid conditions. This approach has been used by most ancient cultures in central Iran and many other dry areas of the Middle East. The central courtyard is the most crucial element defining the spatial hierarchy of the houses of the Central Plateau of Iran. Without a courtyard, the spatial organization of the house will be disrupted [40,41,42].



In the period before industrialization and using mechanical and electrical facilities in the architectural space, living in harsh climates required creative architectural solutions to provide climatic comfort conditions. These arrangements appear in the form of construction patterns. The pattern of the central courtyard was one of the most basic passive architectural measures to provide climatic comfort in the hot and dry climate of the desert. The courtyard houses are important in the historical monuments of Iranian architecture and their role in providing climatic comfort conditions is a broad topic that has been conducted in numerous research. Therefore, it is beyond the scope of this article to investigate them, and we refer sources in this matter for more consideration [40,42,43,44,45,46,47,48].



A house without a central courtyard would be uninhabitable in this climate. A wide pond, a garden, and plants, and the placement of semi-open spaces around the open space of the courtyard are the essential components of the central courtyard. Accordingly, in this climate, the presence of a central courtyard in a building can be considered proof of its historicity. On the other hand, due to the fundamental change in the lifestyle in the contemporary period with the presence of machines and electrical and mechanical equipment, the pattern of building construction underwent a fundamental transformation. The construction of the building in this period was not compatible with the way of life of the people with the previous patterns such as the central courtyard, vast and windy underground spaces, and for this reason, houses with a central courtyard were not built in the new period [49]. Figure 1 illustrates a historical, non-historical, and transitional district in a historical city in Iran.



Therefore, in this period, the lack of a central courtyard is one of the signs of the newness of the building in the residential historical houses in a hot and dry area in Iran. In short, it can be said that one of the most important differences between the old building and the new building in residential historical cities is the presence or absence of a central courtyard. In confirmation of this content, refer to Figure 2, before interventions and changes in the structure of the city and houses in the contemporary period, all houses had a central courtyard [49]. This point is relevant to the residential historical buildings (Figure 3 and Figure 4) and the construction patterns are different in other buildings (e.g., the historical market, and baths).




1.3. Case Study


This research considers the city of Yazd as a case study. It is in the middle of the Iranian plateau, along with the Spice and Silk Routes, 270 km southeast of Isfahan. Yazd contains the largest continuous historical urban fabric of Iran [50] (Figure 5). Providing climatic comfort conditions in the warm seasons of the year has a decisive role in shaping the structure of the city and buildings. The most important strategies used to regulate climatic conditions are the city texture’s compactness and high density, giving shade with semi-open areas and porches, employing the center courtyard, using subterranean spaces, Badgirs (wind towers to channel the wind), and evaporative cooling [40,51]. The earthen architecture of Yazd has survived the modernization that has destroyed many typical earthen constructions [52]. It is evidence of the coexistence of natural resources with the environment. The historical zone of Yazd city has been a UNESCO World Heritage site since 2017.




1.4. Research Goals


Historical building recognition in airborne and satellite images is a subject that experimental researchers have worked on for several years. They focused on a small area and a limited number of buildings. Automated historical building recognition methods can help researchers in this task. In this paper, a CNN method for recognizing historical buildings in Yazd is tested. First, this paper seeks to demonstrate the hypothesis that deep learning can be used for the automated recognition of historic architectural features. The central courtyard of Iranian dwellings is one of those features. The second goal is to determine the pattern of recognizing historic buildings versus non-historic buildings in the city of Yazd. Furthermore, the automatic classification of publicly accessible airborne and satellite images such as google earth is used in this research.



Moreover, given the gain in knowledge, this article tries to add new insights into how to distinguish traditional buildings from non-traditional buildings by programming methods. The result of this research can serve as a guide for determining and identifying the historical structures in other cities by providing empirical evidence of historical houses in Yazd as a case study. This issue is important because the exact area and number of valuable historical building structures in many historical cities of Iran have not been identified yet. Accordingly, the main question of this research is: How can we use new technology to quickly and without field operations gather comprehensive and quantitative knowledge of the historical building of Iranian cities that are characterized by houses with central courtyards? Therefore, documentation of historical courtyard houses for more accurate conservation is the main purpose of identifying historic houses in a context of architectural heritage.





2. Materials and Methods


2.1. Airborne and Satellite Data


Compared to other sources of aerial and satellite imagery, Google Earth is the most accessible source. By using Google Earth images as material, this paper develops a method that researchers or students can use to recognize historic buildings in many cities. It is an accessible source for researchers in countries like Iran. By gathering data from other cities in Iran or the Middle East and using the transfer learning method, this deep learning model can develop and predict historic buildings in other areas such as historical cities in Iraq. Spatial resolution of Google Earth Imagery varies in different location on earth. It is around 15 m of resolution to 15 cm. Figure 6 demonstrates the historical and non-historical zones of the Yazd, from which we have gathered our dataset.




2.2. Deep Learning Workflow


Machine learning (ML) is the method of this study. The standard framework of ML includes data collection, pre-processing, model creation, and model validation. An annotated data set is generated based on ground-level truth data and expert judgment in data collection and pre-processing. Data pre-processing involves exploratory data analysis (EDA) to discover lost or inaccurate annotation instances. Data augmentation can be used to increase training data, and to prevent over-fitting. Data augmentation produces more training data from current training samples by random modifications such as rotating and flipping the images. The assessment process needs to be determined before model creation. During and after training, the performance of the model is measured and recorded in validation steps with some values such as accuracy percentage and loss function [4].




2.3. Data Gathering and Annotation


The authors gathered 1280 photos from two different zones (red and blue in Figure 6) of Yazd city and analyzed them accurately. The images of random houses are cropped manually from Google earth image and are labeled in two different categories. Figure 6 shows some samples of the cropped images. Half of the datasets are historical buildings (from red area), and the rest are non-historical buildings (from blue area). Therefore, the dataset was random data gathered throughout the city, which included all areas. The authors, who are historical architecture experts in Iran, cropped the images and labeled the houses as historical and non-historical for the training step. Therefore, data gathering was a time-demanding step of the project.



During the pre-processing, 20% of the dataset is separated randomly for validation data, and 80% is used for training the model. Thus, 1024 photos with two different labels (historic and non-historic) are distinguished for the training process. Data augmentation is a solution to the problem of the lack of data for training datasets in deep learning. This enhances the size and quality of the dataset [53]. Accordingly, we increased our dataset by data augmentation process. Image rotation by 40% and horizontal and vertical flipping were our settings for the data augmentation process. Shifting has not been used in data augmentation, because the rectangular form of the central courtyard is the main pattern for recognizing historical buildings. Figure 7 shows some examples of our data in two different labels and around 300×300 pixels. The most crucial feature in recognizing historical buildings is the central courtyard, as visible in the examples. However, in most historical houses in Yazd, there is some slight arch or a small basin.




2.4. Convolutional Neural Networks


In this article, a binary classification model based on CNNs is proposed to recognize features of historic buildings in Google Earth images. Convolutional neural networks are biologically inspired networks used in computer vision for image recognition and object detection. In the framework of the convolutional neural network architecture, each layer of the network is 3-dimensional, with a spatial dimension and depth corresponding to the number of features. The notion of depth of a single layer in a convolutional neural network is distinguished from depth in terms of the number of layers. In the input layer, these features correspond to the RGB color channels.



Moreover, in the hidden channels, these patterns reflect hidden feature maps that encode different shapes in the image. The input layer will have a depth of one if the input is grayscale, but later layers will still be 3-dimensional [54]. Deep convolutional neural networks have been used as an effective model in computer vision. For example, they are commonly used for image processing, object recognition, object location, and even text classification. Recently, this network’s efficiency surpassed that of humans in the issue of image classification [55]. Figure 8 shows one of the earliest convolutional neural networks.



Deep convolutional neural networks, abbreviated as CNNs or ConvNets, are a particular category of neural networks specializing in the processing of grid-like topology data, such as images. In CNN, a convolutional layer is responsible for adding one or more filters to the data. Some layers separate convolutional neural networks from all other neural networks. Each convolutional layer includes one or more filters, known as convolutional kernels. Pooling layers help minimize the dimensionality of the input features, thereby reducing the maximum number of parameters and the complexity of the model. One of the most commonly used methods for pooling is max pooling. As the title implies, this strategy only takes the most out of the pool [56]. Figure 9 demonstrates two kinds of layers that are used in our model. Conv2d and Max-pooling2d are the CNNs layers repeated five times in our model to change the images 300 × 300 to pictures 7×7 and find the patterns in the photos.



The neural network structure is made up of simultaneous convolutional layers l € [1, L]. For each convolutional layer l, the input data map (image) is convoluted by a series of kernels    W l  =    W 1  , … ,        W k      and    b l  =    b  1   , … ,      b k        to produce a new feature map. The non-linear activation function f is then added to this feature map to produce the output    Y l   , which is, the following layer input. The nth function of the output map of the    l  th     layer could be described in Equation (1) [4]:


   Y l n  =  f            ∑   k = 1  k   W l  n . k   ×      Y    l − 1  k  +      b   l n       



(1)








2.5. TensorFlow


TensorFlow is commonly used as a library for machine learning applications. It has been developed by Google as a part of the Google Brain initiative and then was made accessible as an open-source product [56]. It has various machine learning and deep learning applications catching users’ interest. Due to the open-source accessibility, ever more users in artificial intelligence (AI) and machine learning fields have been able to implement TensorFlow and create products and features on top of it. It does not only enable consumers to incorporate default machine learning and deep learning algorithms but also encourages users to apply tailored and differentiated models of algorithms for business applications and numerous scientific activities. This quickly became one of the most important libraries in the machine learning and AI fields, mainly because developers were creating many applications using TensorFlow in their programs. Primarily this probably happened because Google includes TensorFlow in many of its apps, including Google Maps, Gmail, and even other applications [56]. We used the TensorFlow library for modeling our CNNs in Python and running the program on the Google Colab online platform. Google Colab uses a GPU accelerator to run the program faster, especially in running a computer vision code. The total codes of the program, from pre-processing to the examination of the model, are accessible in the first author’s Github account in Supplementary Materials.




2.6. Network Architecture


Figure 10 provides a graphic outline of the classification CNN for historical and non-historical buildings in aerial images, containing fourteen layers, five max layers, and five convolution layers. This is a self-built structure by author, whose major parameters such as size of convolutional cores, padding size, and layer types are common settings in image classification. A few other parameters, such as the number of convolutional layers, are based on the input image features. The aim of this paper is not finding an optimized CNN network. Current architecture fulfills accuracy requirements for identifying the historical houses. So, no other architecture is tested for comparison regarding efficiency and accuracy.



In this CNN network, convolutional layers have been implemented without padding, whereas max-pooling layers have halved the scale of the input. The variable size and number of the kernels were described for every respective box. In the network architecture, each convolution layer has a kernel size of (3 × 3). As the input of network architecture has been a colored image, the number of channels for the first layer is three. After every convolutional layer, the rectified linear unit (ReLu) f (x) = max (0, x) has been used as a nonlinear activation function. However, in the last layer, the Sigmoid Function S(x) =    e x       e x  + 1     has been used to map the output to a probability class between 0 and 1, in which 1 means a historic label and 0 indicates a non-historical label. There have been five max-pooling layers of size 3 × 3 in the network architecture. The network has a total of 1,704,097 trainable parameters. The network input is a Google Earth image map 300 × 300 × 3. Thus, the output is a single-number binary layer.




2.7. Training


During the training of the proposed network, the goal was to reduce the loss function of the samples showing the efficiency of the classification of the training images. We have used the Binary_Crossentropy method to calculate the loss function of all training datasets. The loss function H for N training examples can be described as in Equation (2):


   H p   q  = −  1 N      ∑   i = 1  N   y i  × log ( p (  y i  ) ) +   1 −  y i    × log   1 − p    y i       



(2)







In which y is the label of each training image (0 or 1) and p(y) is the algorithm’s response to a particular image. The mean value of all loss functions of images is also known as cross-function. The Binary_Crossentropy loss function model is a solution for binary classification tasks such as our historical or non-historical classification model. To optimize the W and b values in Equation (1), we have used the RMSprop gradient descent algorithm for each epoch. RMSprop has been introduced in the Keras system (https:/github.com/keras-team/keras), and we set the initial learning rate at 0.001. To avoid over-fitting, we used a 0.5 probability drop-out layer on the CNN model in front of the hidden layer in addition to augmentation. We have training data, which was a 300 × 300 × 3 pixels’ 3D patch. Color image data is encoded as integers in a set of 0–255 by each red, green, and blue. We divided each pixel value by 255 to scale the data to a range of [0, 1] because the neural networks function best with a limited relatively homogeneous value range. We used 100 as the overall number of epochs for learning and performance measurements to control the over-fitting and efficiency of the model during training. In each epoch, the machine is trained by the samples of the datasets. Furthermore, the loss function is calculated at the end of all training. The machine tries to reduce the loss in the next epoch. The loss function will be less relatively in each epoch when the training procedure is going well.





3. Results and Discussion


The outcome of the classification model is recognizing the historical and non-historical houses in aerial images like in Figure 7. After evaluating the deep learning model by test dataset, Figure 11 illustrates the accuracy of the trained model in percentage for 100 epochs. After each epoch, the model is tested with validation data, and accuracy is calculated with it. Usually, the accuracy of the validation dataset is less than the accuracy of training data. Moreover, the difference between training and validation accuracy is around 1% in the last epoch in this model. The increasing rate of the training and validation accuracy shows that the model is trained well and there is no over-fitted in the training data. The model’s accuracy in the last epoch is around 98%, which shows an excellent trained model. As illustrated in Figure 12, the training and validation loss function is decreasing during the training of the model, and it reached around 0.05 in the last epoch. The Loss function here is the mean of loss function of all training images, and it is essential for evaluating the model and monitoring the training process to avoid over-fitting.



The Confusion Matrix is a method for evaluating the result of the model on the validation dataset. It is a 2 × 2 matrix, which shows four numbers. The four numbers in the matrix represent True Positive, False Positive, True Negative, and False Negative. Positive means the image is signified as a historical building and Negative is predicted as a non-historical. In addition, True means images are indicated correctly, and False represents erroneous predictions. So, our model is trained and works better if we have more amounts for True Positive and True Negative and less for False Positive and False Negative. Table 1 shows the Confusion Matrix of 256 validation images, which were not seen by the machine before. The amount of True Positive is 127, and True Negative is 123. It shows that 250 of 256 images are predicted correctly.



To sum up, we gathered our dataset from satellite and airborne Google earth images in Yazd city. The dataset was 1280 samples of historical and non-historical houses. Next, we split 20% of them as a validation dataset and the rest as a training dataset. The convolutional neural network, a binary CNN for recognizing historical and non-historical features, was trained by our datasets in 100 epochs. Finally, we could train the model with around 98% accuracy and 0.05 losses by training and the validation dataset without over-fitting. The first limitation of the project was historical buildings with different functions such as bazars and baths. These buildings do have not a central courtyard because of their different functions. Therefore, the developed method in this study may recognize them as non-historical buildings. Second, gathering data was an essential and time-demanding part of this project. Finally, the limitations of applying the results and method of this in other cities with a central courtyard construction pattern are as follows: Covering the yards with tents in the hot seasons with traditional techniques, The presence of plants in the yard, new buildings with a central courtyard in imitation of old buildings.




4. Conclusions


Recognizing the historical houses in low-quality aerial images is a time-consuming and problematic issue for any researchers who are working on historical cities. Therefore, the contribution of this study to the planning community and urban designers, restorers, and architects has provided new experimental studies on the use of interdisciplinary sciences in developing a method to distinguish historical from non-historical houses.



This research has shown that deep learning can be correctly trained by a relatively small image dataset for automated recognition of historical and non-historical buildings. Therefore, recognizing historical architectural features in the Middle East’s hot and dry cities is possible because of some unique signatures of the houses in these areas, such as the central courtyards. After a time-consuming gathering of 1280 samples, data augmentation was necessary to avoid over-fitting and better performance. Data augmentation and transfer learning could be the best methods for solving the problem of small datasets in historical architecture and heritage study tasks. This approach can be generalized in two aspects. First, ability in identifying the historical periods of houses. Second, adoption to different building’s styles and geolocations. Therefore, it would be better to use models trained in historical architecture tasks for future projects. We also suggest that future studies improve this method in such a way that quantitative data can be extracted by analyzing aerial photographs. The above research makes it possible to compare the characteristics of architectural styles in different historical periods of a city. It also provides a comprehensive cognition based on accurate statistics and numbers of the main features shaping the city structure.
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Figure 1. The illustrations of three different zones in a historical city in Iran such as Yazd. Non-historical houses in SAFAIIEH, historical houses in SHESH BADGIR, and a mix of historical and non-historical houses in SHEYKHDAD district [49]. 
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Figure 2. Yazd, PIR BAZAR neighborhood, a typical historical city quarter in the dry and hot region of Iran which is constructed with adobe bricks (Iran National Cartographic Center). 
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Figure 3. The central courtyard of a historical house in Iran (Sajad Moazen). 
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Figure 4. The plan and section of a historical house with a central courtyard (Cultural Heritage, Handicrafts and Tourism Organization of Yazd province). 
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Figure 5. In this image, the city of Yazd is introduced in three stages: (a), location of the city in the central plateau of Iran; (b), location of the city in relation to the surrounding natural features, including the southwestern (Taft) and northeastern (Kharanag) mountain ranges, which are the sources of the city’s water supply through underground channels (Qanat); (c), the historical context of the city, and the new context around it, in which the following major differences are evident: density, width, and orientation of passages, dominant materials used. 






Figure 5. In this image, the city of Yazd is introduced in three stages: (a), location of the city in the central plateau of Iran; (b), location of the city in relation to the surrounding natural features, including the southwestern (Taft) and northeastern (Kharanag) mountain ranges, which are the sources of the city’s water supply through underground channels (Qanat); (c), the historical context of the city, and the new context around it, in which the following major differences are evident: density, width, and orientation of passages, dominant materials used.



[image: Heritage 05 00159 g005]







[image: Heritage 05 00159 g006 550] 





Figure 6. Google Earth image from Yazd city. According to the UNESCO world heritage map, the city is separated into two different zones. The red zone shows the historical part of the city, and the blue area demonstrates the non-historical region. There is a surrounding area around the border of the historical part (green) mixed with historical and non-historical buildings. (Google Earth). 
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Figure 7. Some samples of the labeled dataset; (a) historical labeled photos in different qualities and forms. (b) Non-historical labeled photos from different areas and different qualities. 
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Figure 8. One of the earliest convolutional neural networks [36]. 
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Figure 9. Nine layers, which are used in our CNN model, are shown here. Conv2d layers use several filters to find patterns in the photos. Additionally, Max-pooling2d layers halve the size of the photos by converting every 4 pixels to 1 new pixel and choosing the max value of those 4 pixels for the new pixel. Input photos were 300 × 300 pixels, but they have changed to 7×7 pixels in the last layer of the CNN. 
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Figure 10. Schematic overview of the full CNN for classifying historical and non-historical buildings based on airborne and satellite images. 
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Figure 11. Training accuracy and validation accuracy for 100 epochs. The increasing rate of accuracy to around 98% shows that the model is trained well and is not over-fitted on the training data. 
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Figure 12. Training loss and validation loss for 100 epochs are demonstrated in the line plot. The decreasing rate of the loss function to around 0.05 shows that the model is trained well and is not over-fitted on the training data. 
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Table 1. Confusion Matrix obtained from validation dataset with 256 images.






Table 1. Confusion Matrix obtained from validation dataset with 256 images.










	
	Predicted Historical Buildings
	Predicted Non-Historical Buildings





	True historical building
	127 (True Positive)
	1 (False Negative)



	True non-historical building
	5 (False Positive)
	123 (True Negative)
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