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Abstract: Soil fluxes of CO2 (Fs) have long been considered unidirectional, reflecting the predominant
roles of metabolic activity by microbes and roots in ecosystem carbon cycling. Nonetheless, there is
a growing body of evidence that non-biological processes in soils can outcompete biological ones,
pivoting soils from a net source to sink of CO2, as evident mainly in hot and cold deserts with
alkaline soils. Widespread reporting of unidirectional fluxes may lead to misrepresentation of Fs in
process-based models and lead to errors in estimates of local to global carbon balances. In this study,
we investigate the variability and environmental controls of Fs in a large-scale, vegetation-free, and
highly instrumented hillslope located within the Biosphere 2 facility, where the main carbon sink
is driven by carbonate weathering. We found that the hillslope soils were persistent sinks of CO2

comparable to natural desert shrublands, with an average rate of −0.15 ± 0.06 µmol CO2 m2 s−1

and annual sink of −56.8 ± 22.7 g C m−2 y−1. Furthermore, higher uptake rates (more negative Fs)
were observed at night, coinciding with strong soil–air temperature gradients and [CO2] inversions
in the soil profile, consistent with carbonate weathering. Our results confirm previous studies that
reported negative values of Fs in hot and cold deserts around the globe and suggest that negative Fs

are more common than previously assumed. This is particularly important as negative Fs may occur
widely in arid and semiarid ecosystems, which play a dominant role in the interannual variability of
the terrestrial carbon cycle. This study contributes to the growing recognition of the prevalence of
negative Fs as an important yet, often overlooked component of ecosystem C cycling.

Keywords: net soil exchange; biosphere 2; carbonate weathering; negative emission technology;
microbial induced carbonate precipitation

1. Introduction

Arid and semiarid ecosystems across the globe play a fundamental role in the interannual
variability of the terrestrial carbon cycle [1,2] and might be considered model systems to understand a
future world that is becoming drier and warmer [3]. Covering ~40% of the terrestrial surface [4] and
increasing in area [5], arid and semiarid ecosystems traditionally have been considered to have low
carbon uptake, mainly due to low vegetation productivity [6]. Nonetheless, for more than a decade
evidence exists from plot to ecosystem scales (Supplementary Table S1) that non-biological processes
might be important to the local C-cycle in arid and semiarid ecosystems [7–9], where the inorganic soil
C pool can be up to 10 times greater than the organic C pool [10]. A number of studies have implicated
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strong and anomalous downward fluxes of CO2 into soils as critical components of C cycling in these
regions, which has received much attention [11–13].

Soil fluxes of CO2 (Fs) drive significant carbon exchange between the terrestrial surface and
the atmosphere, second only to photosynthesis [14,15]. Due to their temperature sensitivity, Fs are
considered to be the main determinant of future feedbacks to ongoing global climate change and, on a
global scale, contribute an order of magnitude more than does anthropogenic activity [16]. Fs have
been historically considered a flux from soils to the atmosphere (i.e., positive soil CO2 fluxes) driven by
microbial decomposition of organic matter and respiration from roots and mycorrhizae [17]. However,
a growing body of evidence shows that soils can also take up CO2 (i.e., negative soil CO2 fluxes), mainly
in sparsely vegetated, cold or hot deserts, and with alkaline pH (Supplementary Table S1), although
also seen in temperate forests [18]. The finding of bidirectional soil CO2 fluxes suggests that other
processes beyond metabolic/biological activity can dominate carbon cycling within the soil profile,
both in space and time. However, the physical and biogeochemical mechanisms that promote capture
of CO2 by soils are still uncertain and spark debate, even regarding whether negative Fs represent
carbon uptake by the ecosystem [19,20], especially over short temporal scales. This knowledge gap
challenges confidence in the understanding and quantification of ecosystem carbon balance, from local
to global scales.

A number of potential hypotheses have been proposed to explain anomalous carbon uptake across
water-limited ecosystems, including the following: (i) nighttime uptake of CO2 by crassulacean acid
metabolism (CAM) photosynthesis [21]; (ii) growth of lichens, mosses and cyanobacteria [22]; and
(iii) non-biological processes, such as weathering and leaching [23]. Rather than being exclusive,
competition may occur within soils between biological and non-biological processes that determine the
direction of Fs. A combination of above- and below-ground measurements of CO2 and geochemical
modeling determined that weathering reactions contribute considerably to the ecosystem carbon
balance in shrubland with high levels of carbonaceous substrates [24]. Furthermore, carbonate reaction
rates were found to be highly dynamic at short temporal scales, influencing the ecosystem net carbon
balance, particularly during periods when the soil was dry. One of the principal characteristics of arid
and semiarid ecosystems are seasonal dry spells, suggesting that this phenomenon should occur more
frequently than expected (see Supplementary Table S1). Basalt weathering (i.e., from olivine: Mg2SiO4

+ 2H2CO3 → 2Mg2+ + 2CO3
2− + H4SiO4) and carbonate reactions (i.e., Ca2+ + 2HCO3

−� CaCO3 +
CO2 + H2O), which are bidirectional at earth surface temperature and pressure, can draw CO2 from the
atmosphere into the soil and, eventually through runoff and discharge, lead to sedimentation into the
oceans [25]. Weathering rates are influenced by changes in soil moisture, air-filled space [26], pH due
to atmospheric deposition and drainage [24], temperature [27], reactive surface area [25], as well as
[CO2] and [cation; Ca2+, Mg2+] within the soil solution. The [CO2] can be influenced by microbial and
root respiration [17], whereas [cation] is most affected by reaction progress. Since there is ambiguity on
the direction of carbonate weathering fluxes [24], we will consider carbonate dissolution (i.e., CaCO3 +
CO2 + H2O→ Ca2+ + 2HCO3

−) as a sink since it represents a CO2 uptake from the atmosphere into
the soil, and carbonate precipitation (i.e., Ca2+ + 2HCO3

− → CaCO3 + CO2 + H2O) as a source of CO2

emissions from the soil to the atmosphere [24]. Thus, if the strength of the carbonate dissolution (i.e.,
acting as a sink of CO2) outpaces the strength of CO2 sources (i.e., by microbial and root respiration,
and carbonate precipitation), negative Fs could result.

A challenge to understanding the temporal variability of negative Fs is that most evidence
and theory comes from laboratory experiments performed on disturbed soil samples that do not
represent natural conditions and may overestimate weathering rates [26,28]. Moreover, most studies
using flux chambers or soil probes for gradient fluxes that report negative Fs were based on short
field campaigns (e.g., days to months; see studies in Supplementary Table S1). Commonly used
automated techniques to measure Fs and net ecosystem exchange of C (e.g., eddy covariance technique)
also have their limitations and pitfalls [29,30]. For example, the eddy covariance technique is
limited under low turbulence conditions, estimates the net ecosystem exchange of CO2 without
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information of its contributing components, and relies on flux partitioning algorithms that do not
account for non-biological processes [31]. Furthermore, soil respiration chambers can introduce biases
in estimations of Fs by disrupting stable atmospheric conditions during automated opening and
closing [32]. Although the gradient method does not produce a similar disruption artefact, its main
limitation comes from the sensitivity of Fs to the estimation of gas diffusion rates [33]. It is, therefore, a
common practice to discard negative values of Fs because they are deemed improbable, although not
impossible. Lastly, these kinds of automated measurements lack replication and potentially do not
integrate spatial variability across the ecosystem [34–36].

Together, the expectation that Fs should only reflect biological respiration and the uncertainties
inherent to measurement techniques may be limiting our understanding of the prevalence and
variability of negative Fs. In this study, we use a large-scale research facility, the Landscape Evolution
Observatory (LEO), consisting of artificial landscapes (surface area of 330 m2) filled with vegetation-free
ground basaltic tephra and equipped with a dense array of sensors to monitor pore-space CO2

concentrations and meteorological variables. Previous work in this system has shown that carbonate
weathering is the principal process fixing carbon from the atmosphere into the LEO soil [26]. Here,
we take advantage of this large-scale model system to explore the environmental drivers of Fs and
the belowground dynamics that determine Fs. We hypothesized that (H1) negative Fs occurs only at
night, as has been seen in previous studies in natural ecosystems using automated measurements
(Supplementary Table S1) despite the study system being a large-scale hillslope with a controlled
environment; and (H2) experimental hillslopes should demonstrate features similar to those in natural
ecosystems where negative Fs are observed, such as subsurface temperature gradients and [CO2]
inversions [24,37]. Our overarching research goals were to describe the temporal patterns in Fs, as well
as the frequency and strength of negative Fs at LEO, and to determine the extent to which physical
processes drive negative Fs.

2. Materials and Methods

2.1. Study Site and Environmental Conditions

The Biosphere 2—Landscape Evolution Observatory (LEO) consists of three identically replicated
experimental hillslopes (30 m × 11 m = 330 m2 surface area, with 10◦ average slope and uniform 1-m
depth). Soils at LEO are basalt with a loamy sand texture and a bulk density of 1.5 g cm−3. For more
information about the LEO facilities see References [38–40]. Here, we used a year-long time series of
data obtained between November 2016 and November 2017 from one of the LEO hillslopes (referred to
as LEO East). During this period, three different conditions of environmental forcing prevailed. In the
first condition (October to December 2016, R-I in Figure 1B), two successive irrigation pulses (each of
3-h duration and 36-mm magnitude) were applied every 3.5 days. In the second condition (April to
August 2017, R-II in Figure 1B), one irrigation pulse (9-h duration and 108-mm magnitude) was applied
every 14 days. Finally, in the third condition (August to October 2017, R-III in Figure 1B), one irrigation
pulse was applied every 28 days. These three conditions were interspersed by several-week-long
periods without irrigation. As such, this controlled experiment offered a variety of reproducible
environmental conditions, ranging between extremely wet and dry.

2.2. Environmental Measurements

LEO hillslopes are systematically instrumented below and above ground. In each hillslope,
gaseous CO2 within the soil is measured with solid-state CO2 sensors (GMM 220, Vaisala, Helsinki,
Finland) at 48 locations at four different depths (5 cm, 20 cm, 35 cm, and 50 cm). Soil temperature
and moisture sensors (5TM, Decagon, Pullman, WA, USA), and soil water potential sensors (MPS-2,
Decagon, Pullman, WA, USA) are distributed across 496 sampling locations in each hillslope at five
different depths (5 cm, 20 cm, 35 cm, 50 cm, and 85 cm). Air temperature and relative humidity are
monitored in 25 locations at five different heights (0.25 m, 1 m, 3 m, 6 m, and 9 m) above the hillslope
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surface. Measurements of atmospheric CO2 are made using an infrared gas analyzer (LI-7000, LICOR,
Biosciences, Lincoln, NE, USA). We averaged the time series of environmental variables measured
belowground in different locations by depth (i.e., 5 cm, 20 cm, 35 cm, 50 cm), and aboveground
measurements were averaged across all sampling locations and heights. Data from LEO is publicly
available (http://www.biosphere2.org/research/leo-data).

2.3. CO2 Flux Estimation

Fs (µmol CO2 m−2 s−1) was estimated based on Fick’s law of diffusion:

Fs = −Ds
∂C
∂Z

(1)

where Ds is the diffusion coefficient (m2 s−1), C is the CO2 molar density (µmol m−3), computed using
the universal gas law, and Z is depth (m). To estimate Ds, we included the diffusion of gases within the
soil matrix in the gas and liquid phases:

Ds = [Dw + Da] (2)

where Dw (m2 s−1) is the diffusion coefficient in the liquid phase, and Da (m2 s−1) is the diffusion of
gases in free air. Here, we estimated the Dw coefficient as [41]:

Dw =
θ10/3D f w

H
∅−2 (3)

where θ is the soil volumetric water content (m3 m−3), Dfw is the diffusion coefficient of CO2 in free
water, H is the dimensionless form of Henry’s solubility constant for CO2 in water (H = 0.8317), and ø
is the total soil porosity. Da is expressed as [42]:

Da = ∅2
(

ϑ

∅

)βS
(4)

where β = 2.9, S = silt + sand percentage (84.6 + 12.2 = 96.8%), and ϑ represents the air-filled porosity
(m3 m−3):

ϑ = ∅− θ (5)

where ø is the total soil porosity:

∅ = 1− BD
PS

(6)

where BD is the soil bulk density (1.5 g cm−3), and PS is the soil particle density size (2.65 g cm−3).
To account for the effects of temperature and pressure on Da, we followed Reference [43]:

Da = Da0

(
T
T0

)1.75(P0

P

)
(7)

where Da0 is a reference value of Da (1.47 × 10−5 m2 s−1) at a reference temperature (T0 = 293.15 K)
and reference pressure (P0 = 1.013 × 105 Pa). Our formulation of Da has been used widely across
different ecosystem types [44].

The diffusion coefficient Ds in soil was calculated separately for each soil layer. CO2 was assumed
to move between soil layers due to physical displacement, driven by water replacing air in the soil–pore
space [45]. Thus, at each time step a new [CO2] in each layer (∆C), the product of CO2 transport
between layers, was calculated as a function of the layer depth [46]:

∆C =
[ϑz(ti)− ϑz(ti+1)] lz Cz(ti)

ti+1 − ti
, (8)

http://www.biosphere2.org/research/leo-data
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where ϑz(ti) is the air-filled porosity of depth Z at time ti, lz (m) is the thickness of each layer (i.e., 5 cm
for the first layer and 15 cm the next three layers), and Cz(ti) is the [CO2] at depth Z at time ti. Thus, the
total Fs was estimated in individual soil layers (L) and calculated based on the mass balance of CO2:

Fs,L = JL − JL−1 + ∆C + (CZ(ti+1)− CZ(ti)) ϑz, (9)

where JL is the CO2 transport from soil layer L to L + 1 (i.e., from 20 cm to 5 cm), JL−1 is the CO2

transport from soil layer L − 1 to L (i.e., from 35 cm to 20 cm), and CZ is the [CO2] of depth Z at time
ti. Note that we consider the thickness of the layer from one sensor to another in depth (i.e., layer
thickness of 15 cm between sensors at 5 and 20 cm). For a graphical representation of Equation (9) the
reader is referred to Supplementary Figure S1.

Previously, Cueva et al. [47] estimated the uncertainties for two different algorithms to calculate
the soil CO2 efflux across different ecosystems, including semiarid, and found that the uncertainty
due to random errors is relatively small (i.e., from 0.38 to 2.39% of the annual sum). Here, following
References [48] and [49], we estimated the uncertainty of Fs, by summing the squares of the components
errors and then taking the square root, yielding an uncertainty of ±0.22% of our annual sum.

Note that we used the same sign convention to report CO2 fluxes as in eddy covariance
literature [50], where a net addition of CO2 to the atmosphere is a positive flux, and a net loss
of CO2 from the atmosphere is a negative flux unless otherwise noted. For example, we consider
carbonate dissolution as a sink since it represents a CO2 uptake from the atmosphere into the soil, and
carbonate precipitation as a source since it causes a CO2 emission from the soil to the atmosphere [24].

2.4. Statistical Analysis

To establish relationships with environmental data, we bin-averaged hourly estimated Fs

according to the environmental variable in equally spaced bins of one unit (i.e., each 1 m s−1 × 10−6

for soil diffusion, each 1 kPa for water potential), unless otherwise noted.
To estimate the activation energy of Fs, we used the Arrhenius equation [51]:

Fs = A(−Ea/RT), (10)

where Ea is the activation energy (kJ mol−1) of the reaction, T is the temperature (K), R is the gas
constant (R = 8.31 × 10−3 kJ K−1 mol−1), and A is the pre-exponential constant. The temperature
sensitivity of Fs was estimated using a Q10 function [52]:

Fs = F10 Q10
((T−10)/10), (11)

where F10 is the simulated flux at 10 ◦C, Q10 is the temperature sensitivity of Fs, and T (◦C) is soil
temperature. Both Ea and Q10 were estimated using daily averages of Fs and soil temperature at 5 cm.
Estimations of Fs and all statistical analyses were performed in Matlab (R2017a, Mathworks).

3. Results

3.1. General Environmental Conditions at LEO

Air temperature (averaged across the whole study period) was slightly lower than the average soil
temperature at the shallowest measurement depth, and average soil temperature decreased with depth
(Table 1). Both air and soil temperature displayed a seasonal cycle and were lowest during wintertime
and highest in the summertime (Figure 1). Atmospheric CO2 concentrations ([CO2]) within the LEO
domain were similar to local ambient concentrations (~400 ppm). However, soil [CO2] were lower
than in the LEO atmosphere and decreased with depth (Table 1, Figure 1). Soil moisture within the soil
profile was on average highest at the top measurement depth and lowest at the second measurement
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depth (Table 1, Figure 1). Furthermore, soil moisture and [CO2] followed consistent and reproducible
wet–dry patterns in response to the rainfall manipulation experiments (Figure 1).

Table 1. Average ± standard deviation of environmental conditions above and belowground in the
Landscape Evolution Observatory.

Temperature (◦C) Moisture (m3 m−3) [CO2] (ppm)

Air 27.13 ± 10.51 – 387.16 ± 28.13
Soil
5 cm 28.56 ± 6.90 0.15 ± 0.07 273.50 ± 81.08

20 cm 28.32 ± 5.42 0.09 ± 0.03 268.54 ± 88.66
35 cm 27.52 ± 5.05 0.11 ± 0.03 240.17 ± 88.54
50 cm 27.14 ± 4.80 0.13 ± 0.04 218.19 ± 90.01
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Figure 1. Time series of average daily CO2 concentration (A), moisture (B), and temperature (C) within
the soil profile at 4 depths measured at the study-hillslope of the Landscape Evolution Observatory.
In Panels (A,B), R-I, R-II, and R-III refers to the period (limited with vertical dashed lines) of the three
different conditions of environmental forcing, explained in Section 2.1.

Soil CO2 fluxes (Fs) estimated by the gradient method showed persistently negative values
across the study period (Figure 2), representing an influx of CO2 from the atmosphere into the soil,
with an average (± standard deviation) Fs of −0.15 ± 0.06 µmol CO2 m2 s−1, and annual Fs of
−57 ± 23 g C m−2 y−1. Moreover, Fs also showed wetting–drying patterns corresponding to the
rainfall manipulation experiments. The lowest value of Fs (i.e., most negative or highest uptake
flux) was observed after a prolonged drying period at the end of April (i.e., before the start of the
second rainfall condition), and Fs became less negative (i.e., closer to zero) immediately following each
rain event.
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Figure 2. Average (black dots) ± standard deviation (grey area) time series of average daily soil CO2

flux (surface to 5 cm soil depth). Note that positive values denote an efflux of CO2 from the soil to
the atmosphere, and negative values represent an influx of CO2 from the atmosphere into the soils.
Horizontal dashed line represents Y = 0. Vertical dotted-dashed lines represent the three different
conditions of environmental forcing (R-I, R-II, and R-III), explained in Section 2.1.

3.2. Diurnal Variability

We found different diurnal patterns in soil [CO2] in relation to soil depth. On the diurnal scale,
soil [CO2] dynamics showed a temporal lag between the 5 and 20 cm measurement depths: [CO2]
peaked first at 5 cm, were highest during daytime at 5 cm, and were highest during nighttime at 20 cm
(Figure 3). Soil [CO2] at 35 and 50 cm depth also varied diurnally, however, with lower amplitude than
at 5 and 20 cm depth (Figure 3). Furthermore, soil [CO2] at 35 and 50 cm were much lower than in the
upper layers (e.g., consistently lower [CO2]). Nor did the [CO2] at 35 and 50 cm overlap as found in
the shallower layers.

Soil temperature also showed distinct temporal lags among layers in comparison to air
temperature (Figure 3). Air temperature peaked earliest in the day, followed by a peak of soil
temperature at 5 cm, while soil temperature at 20 cm was lowest around midday and increased
during the afternoon–nighttime hours (Figure 3). In addition, like [CO2] with depth, the amplitude
of the diurnal variation in temperature decreased with depth. We also noted a slight temporal lag
between soil [CO2] and temperature at 5 cm, with [CO2] peaking first. Fs in each layer varied diurnally,
although without an evident temporal lag, switching in positive to negative values at 20 and 35 cm
depth (Figure 3). Fs in the top layer (0–5 cm) became less negative during daytime and was most
negative at night (Figure 3). Fs at the second layer (5–20 cm) was negative during the daytime (after
midday) and switched to positive values during the afternoon and remained positive most of the
night (Figure 3). Fs in the bottom layers (20–35 cm and 35–50 cm) were close to zero and showed weak
diurnal variability in the third layer (20–35 cm) with nearly constant values in the lowermost layer
(35–50 cm; Figure 3).
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Figure 3. Diurnal dynamics of average (A) soil CO2 concentrations, (B) soil and air temperature, and
(C) soil CO2 fluxes across the top of each layer. Dashed line in panel (C) Y = 0. Note in panel (C) that
both positive and negative Fs values were observed.

3.3. Physical Drivers of Negative Soil CO2 Fluxes

We found a positive linear relationship (p < 0.05, R2 = 0.94) between the profile-average soil
[CO2] and profile-average soil diffusion coefficient (Ds; Figure 4). This relationship indicates that as
soil diffusivity increases, [CO2] (sourced from the atmosphere) within the soil profile also increases.
However, contrary to the case of soil [CO2], when we compared Fs with Ds we did not find a linear
relationship (Figure 5). Instead, Fs demonstrated the following three phases in relation to Ds: (1) Low
soil diffusion coefficients (Ds) between 0 and ~7 × 10−6 m s−1, when soil water content (SWC) was
greater than 0.2 m3 m−3, and Fs became more negative (higher uptake rates) as Ds increased; (2) a
pivot of Fs increasing towards less negative values (lower uptake rates), while Ds values increased
between ~7 and ~15 × 10−6 m s−1 and SWC decreased between 0.1 and 0.2 m3 m−3; and (3) a return
to the trend of Fs becoming more negative (higher uptake rates) while Ds increased to values greater
than 15 × 10−6 m s−1 and SWC decreased to less than 0.1 m3 m−3.

A similar relationship was observed between Fs and soil water potential (ψ), which had the
following two main phases (Figure 6): (1) at high soil water potential (ψ between −5 kPa and −20 kPa)
values of Fs become less negative (uptake rates decrease) from approximately −0.18 to −0.9 µmol CO2

m2 s−1; and (2) at lower soil water potential values (ψ < −20 kPa) Fs becomes more negative (uptake
rates increase) from approximately −0.9 to −0.25 µmol CO2 m−2 s−1.
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We found a significant relationship (p < 0.05, R2 = 0.92, Figure 7) between surface Fs and the
temperature difference between air and soil (Tair − Tsoil). Thus, Fs was more negative (stronger uptake)
when Tsoil > Tair, and as the temperature gradient increases changed to Tair > Tsoil, Fs became less
negative. We also found a clockwise hysteresis relationship between Fs and surface Tsoil across the
diurnal cycle (Figure 8). This hysteresis showed the lowest values (strongest uptake) of Fs during
nighttime, moving to values of Fs closer to zero (less uptake) during daytime (Figure 8). Additionally,
we found that the activation energy (Ea; Equation (10)) of the relationship of Fs with soil temperature
at 5 cm was significant (p < 0.001) with a value of 74.02 kJ mol−1, although only a small proportion of
the variability was explained (R2 = 0.19) (Figure 9). The overall temperature sensitivity of Fs in this
LEO hillslope was Q10 = 1.31 ± 0.07 (dimensionless).
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4. Discussion

The LEO hillslope basalt soils constantly removed CO2 from the atmosphere and at rates
similar to previous studies that used automatic measurements of Fs in natural ecosystems,
including hot and cold deserts [37,53–55]. On an annual basis, LEO soils functioned as a
net C sink (Fs = −56.8 ± 22.7 g C m−2 y−1) with a magnitude comparable to the net ecosystem
exchange of CO2 in a desert shrub community (−52 g C m−2 y−1; [21]), a mature semiarid
shrubland (−52 g C m−2 y−1; [56]), both using the eddy covariance technique, and a saline desert
(−62 g C m−2 y−1; [57]) using respiration chambers. However, we have to highlight that LEO had a
higher water availability than those natural ecosystems. Moreover, we found more negative Fs (more
uptake) at night (partially supporting our H1), coinciding with strong soil–air temperature gradients,
and [CO2] inversions in the soil profile (supporting H2). These results corroborate previous evidence
of negative Fs in natural ecosystems (Supplementary Table S1) and suggest that negative Fs are a more
prevalent phenomenon than previously assumed. Here we discuss the implications of these results.

4.1. Reversible Flux or Sequestration

There is a growing debate about whether negative Fs observed across natural ecosystems represent
a true uptake of CO2 from the atmosphere into soils [19,20,58]. There are various non-biological
mechanisms that could explain such anomalous CO2 uptake, including pressure pumping and
atmospheric turbulence [23]. Fs estimates, combined with soil solution and seepage export, C
chemistry across several rainfall events, could be used to close the carbon balance of an LEO
hillslope [26], confirming the sequestration potential of a basalt hillslope landscape. However, as
stated by References [19] and [26], this uptake inferred from flux measurements was one-to-two
orders of magnitude lower (i.e., less CO2 uptake from the atmosphere to the soil) than laboratory
estimates of carbonate weathering rates. Moreover, Reference [24] found that carbonate weathering
fluxes can be highly dynamic. Since weathering reactions are bidirectional (i.e., carbonate dissolution
and precipitation), they should have a relatively small effect on global carbon uptake on month to
annual time-scales because of constant changes in disequilibrium due to fluctuations in: (1) CO2

concentration within the soil profile; (2) moisture; and (3) atmospheric conditions. Although these
fluxes are significant, carbonate weathering may not represent a missing carbon sink, as previously
thought [8,13], but is nonetheless often overlooked.
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A common practice is to discard fluxes close to or below zero when using respiration chambers
or the gradient method. This is partially due to quality assurance and control (QA/QC) procedures
based on the R2 parameter of a linear relationship between time and [CO2] inside the chambers [34].
Moreover, a pervasive rule of thumb has been to assume that Fs is only positive (i.e., fluxes from
the soil to the atmosphere). However, increasing evidence indicates that negative Fs are potentially
common and feasible (see Supplementary Table S1), and not an artefact of the measurement methods.
Furthermore, negative Fs are commonly present at nighttime, while soil CO2 fluxes—measured
with manual and portable equipment during short field campaigns—are mainly gathered during
daytime [59]. Negative Fs are likely most prevalent in ecosystems with high levels of carbonates, which
includes ~10% of the terrestrial surface [23], low-density vegetation cover [53,60], and in systems with
high pore connectivity [24]. Furthermore, we found that negative Fs have mostly been seen in alkaline
soils, with pH values of 8.7 ± 1.1 (average ± standard deviation of data from Supplementary Table S1),
in line with the global pH values of soil carbonate distribution [61].

4.2. Temporal Variability

We found that Fs followed a diurnal pattern and that the sign and magnitude depended on soil depth
(Figure 3). Negative Fs in the soil surface reached lowest values at night [37,62,63]. We did not observe
positive Fs (i.e., CO2 moving from the soil to the atmosphere). This could have two potential explanations:
(1) Weathering reactions within the LEO slopes generate an inverted [CO2] gradient, i.e., [CO2] is higher in
the atmosphere than in the soil (Figure 3), thus, preventing an efflux; (2) lack of vegetation and the highly
oligotrophic nature of the LEO soils, with incipient amounts of organic matter (7.03 ± 1.63 × 10−5 g C g
dry soil−1; [38]), limit the potential of CO2 production within the slopes through respiration/metabolic
activity. However, we did find that Fs became less negative (i.e., closer to zero) throughout the day.
Microbial life does exist in LEO soils [39,40], and as a result, metabolic processes are present and could
be more active during the daytime, mainly due to the relationship between temperature and microbial
respiration [16,51,64]. Nonetheless, CO2 production by microbes in LEO soils was apparently not
enough to switch from negative to positive Fs. Furthermore, we cannot discard that heterotrophic
bacterial carbonatogenesis or microbial induced carbonate precipitation [65–67], or the fixation of
carbon from the atmosphere by autotrophic microorganisms [68] could drive a carbon sink, removing
CO2 from the atmosphere into the soil.

The diurnal variability of Fs changes in magnitude and sign as a function of soil depth, with
greater amplitudes in the first two layers of soil (i.e., 0–5 cm and 5–20 cm). We noted that Fs values
were more negative at night in the 0 to 5 cm layer. However, the Fs from the 5 to 20 cm layer to the 0 to
5 cm layer were positive (Figure 3C). Positive Fs from the 5 to 20 cm layer coincided with a temperature
(Figure 3B) and soil [CO2] inversion (Figure 3A). This suggests that CO2 consumption uptake occurs
in the soil surface layer of LEO, with CO2 supplied both from atmospheric and from deeper layers
of the soil, in agreement with References [24,37]. Carbonate saturation state changes can induce
a diurnal cycle, where carbonate formation/precipitation and atmospheric ventilation/turbulence
have been suggested to drive this pattern [24], mainly driven by the supply and removal of CO2

through transport and carbonate dissolution and precipitation reactions. In this case, low daytime soil
[CO2] are due to ventilation/turbulence that induce a sustained CO2 geochemical production due to
carbonate precipitation (i.e., Ca2+ + 2HCO3

−→ CaCO3 + CO2 + H2O). At night, ventilation/turbulence
decreases and coupled with the inverted [CO2] gradient at LEO, CO2 migrates from deeper layers due
to advection to shallower layers (Figure 3), where carbonate dissolution occurs (i.e., CaCO3 + CO2 +
H2O→ Ca2+ + 2HCO3

−), resulting in a CO2 consumption.
Other studies have suggested that outgassing of CO2 from deeper layers, mainly due to cracks and

caves, could be the cause of this weathering at shallower soil layers, especially during the day [23,24,53].
However, LEO hillslopes are relatively shallow in depth (1 m), and physically isolated by its steel
structure, and carbonate was always chemically undersaturated at all depths [69]. Thus, this change in
sign of Fs in the shallower layers could be a result of convective exchange, mainly due to the inversion
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of air and soil temperature across the profile [37,70]. This was supported by the relationship between
Fs and the difference in air and soil temperature (Figure 7), where strong temperature gradients were
associated with more negative Fs.

4.3. Physical vs. Biological Drivers

Soil diffusion (Ds) strongly controlled Fs, and low Ds limited CO2 movement within the soil
profile (Figures 1 and 4), especially during the first days after the rain events. Since CO2 is a precursor
to carbonic acid, the main reactant in carbonate weathering, weathering rates were consequently
limited [26]. The limitation of CO2 movement resulted in Fs values closer to zero, though never
pivoting towards positive values. Other studies have found that during wet periods negative Fs were
not observed [37], however, in more saline and sandy environments negative Fs were observed and
remained constant or even became more negative during the rainy period [53,71]. This effect (e.g.,
pivoting between negative and positive Fs) might be a result of enhanced respiration activity by roots
and microorganisms tied to the vegetation cover in those natural ecosystems. In environments with
vegetation cover, such as the Chihuahuan desert where the vegetation cover was 34% [37], positive
Fs indicated that microbial metabolism and root respiration could dominate the total Fs, especially
during wet periods [72]. While in saline and sandy environments [53,71], where vegetation cover was
less than 20%, CO2 uptake outpaced biological respiration, and the net Fs remained negative. Thus, in
non-vegetated LEO hillslopes it is more likely that non-biological processes dominate, and although
microbes are present, their metabolic contribution is not yet significant enough to shift the sign of Fs.

The correlation between Fs and Ds may give insights into microbial activity in the LEO soils
(Figure 5). If this simple system was only driven by diffusion, we would expect this relationship to
be linear or to follow a decay function. However, we found that for intermediate SWC conditions,
there is an absolute increase of Fs towards zero. This could be explained at high moisture levels by
low diffusion rates in saturated soil, leading to [CO2] and [O2] depletion within the soil, limiting
both weathering and microbial activity. On the other hand, when the soil is very dry, despite the
availability of [CO2], microbial metabolism is limited by water availability. The relationship of Fs and
water potential (ψ) at ψ <−20 kPa appears to point to a microbial respiration limitation (Figure 6).
ψ plays a fundamental role in microbial metabolism and activity [73–76], and our results agree with
the meta-analysis of [77]. Cessation of microbial respiration generally occurs at ψ less than−15 MPa
in mineral soils [74]. In LEO, we measured a lower threshold of cessation (approx. −20 kPa ψ or
−0.02 MPa), which corresponds to the limit for the cessation of bacterial motion [75]. Thus, our results
can be seen as a lower potential threshold for the response of microbial metabolism to ψ in highly
oligotrophic soils. In contrast with laboratory and field studies, where the optimal value of ψ for
microbial respiration is close to field capacity (approx. −33 kPa) [78], our observed higher (i.e., less
negative) potential threshold ofψ for the cessation of microbial activity could be due to the low amount
of nutrients or water retention characteristics in the LEO hillslopes.

4.4. Temperature Relationship and Hysteresis

We found that the activation energy (Ea), inferred from the inverse of the soil temperature
and the natural logarithm of Fs (Figure 9), of LEO soils (74.02 kJ mol−1) is similar to other studies
where Ea of weathering reactions was estimated in laboratory experiments. For example, the Ea of
silicate weathering reactions in the Yamuna River system across the Himalaya varied between 51 and
83 kJ mol−1 for sodium and silicon [79]; however, our Ea value is almost double those reported in a
global synthesis of basalt weathering (i.e., ~37 to ~42 kJ mol−1) [80]. We have to note that Ea could
vary across different thresholds of soil moisture, as has been previously seen in the field [81,82] and in
synthetic [83] experiments. This implies that weathering reactions in natural conditions also varies
across seasons influenced by water availability, a common feature of arid and semiarid ecosystems,
although it remains for further testing. A higher Ea of negative Fs for carbonate weathering indicates a
less reactive and more recalcitrant substrate and should have a higher temperature sensitivity. Thus,
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despite basalt areas only representing a small fraction of the terrestrial surface (~3.5 to 5%) [80], the
increasing trends in temperature across the globe could create a feedback in the terrestrial carbonate
system, increasing weathering rates. Nonetheless, caution must be taken since carbonate weathering is
a bidirectional reaction, but a stable and recalcitrant carbon sink.

Our estimated temperature sensitivity (Q10 = 1.31 ± 0.07) is in line with previous findings [84,85].
Our results imply that an increase in temperature could also increase the carbonate weathering rates.
However, caution has to be taken in the interpretation of our findings. Our Fs estimates have to be
taken as a net flux (i.e., a combination of abiotic and biotic processes). Thus, our Q10 estimate is a
composite of different temperatures sensitivities (e.g., carbonate weathering, microbial metabolism,
and growth). As discussed by Reference [34] for aboveground carbon fluxes, those processes may have
different feedback mechanisms. For example, the increase in [CO2] in the atmosphere could positively
feedback carbonate dissolution (i.e., CaCO3 + CO2 + H2O→ Ca2+ + 2HCO3

−). Moreover, in the last
decades, soil microbial respiration has been increasing providing additional CO2 [86]. These sources
of CO2 could increase carbonate weathering rates. Our Q10 estimates could vary across different
soil moisture conditions, as has been noted previously for positive Fs [87,88]. This indicates that the
temperature sensitivity of weathering rates can fluctuate seasonally. As suggested by Reference [89],
there is a need to better comprehend the interactions and feedbacks between increases in [CO2] and
temperature on carbonate weathering rates.

We found a clockwise diel hysteresis in the relationship between Fs and soil temperature
(Ts) (Figure 8). Diel cycles have been seen across natural ecosystems with positive [90–92], and
negative [37,71] Fs, as well as in simulation models [93]. It is noteworthy that in studies reporting
negative Fs, the hysteresis direction is clockwise, indicating that Fs peaked before Ts, while in sites that
do not report negative Fs the hysteresis direction is counterclockwise, indicating that Ts peaked first.
There is a consensus that these hysteresis loops could result from different biophysical factors, including
photosynthetic carbon supply [90,94,95], non-rainfall water inputs, such as hydraulic redistribution
by roots [96], and lateral transport of mist/fog/marine breeze [97], different temperature sensitivity
of biological (e.g., microbial and root respiration) and non-biological (e.g., carbonate weathering)
activity [34], temporal lags between CO2 production/consumption and the actual surface CO2 flux [95],
unrepresentative measurement depths of temperature in relation to CO2 production/consumption [52],
and thermal diffusivity [93]. In the LEO hillslopes, we can discard plant photosynthetic carbon supply
and root-associated autotrophic respiration, as well as non-rainfall water inputs, but there could be
confounding effects for different temperature sensitivities for microbial metabolism and carbonate
weathering. Soper et al. [98] found in the Mojave Desert that carbonate precipitation (i.e., positive
Fs) occurs at high soil surface temperatures (e.g., >33–75 ◦C), and there is evidence that the biological
component of Fs decreases substantially between 20 ◦C and 50 ◦C across hot deserts [99]. Thus, a
combination of different processes producing and consuming CO2 within the soil can influence the
temperature relationship with Fs. Moreover, during nighttime when soils are cooling, there could
be a migration of air from deeper soil to upper soil horizons, as seen in this study (Figure 3) and
Reference [37], promoting carbonate dissolution (e.g., negative Fs). Thus, this combination of biological
and non-biological components could result in different temperature sensitivities, which might be
expected to vary across landscapes. Currently, flux partitioning algorithms for eddy covariance data
do not take into account the non-biological component of ecosystem C fluxes [31], which may lead to
biases in estimated ecosystem respiration and gross primary productivity in some ecosystems.

5. Conclusions

Here we demonstrated that LEO hillslopes are a consistent carbon sink, with comparable CO2

flux rates to natural deserts across the globe. We showed that negative soil CO2 fluxes are possible
and probable, and should not be discarded in future studies, as they can influence local carbon
balances that, in turn, propagate into global estimates. Our results from this large-scale experimental
hillslope agreed with previous studies on the biophysical controls of negative soil CO2 fluxes in natural



Soil Syst. 2019, 3, 10 15 of 20

ecosystems, giving insights into key controlling environmental factors. Negative soil CO2 fluxes could
be more prevalent across arid and semiarid ecosystems representing ~40% of the terrestrial surface.
Mainly driven by non-biological processes, in alkaline soils with high levels of carbonate and low
vegetation cover, these negative fluxes should be further studied to better comprehend their potential
as a carbon sink. If the strength of the CO2 sink due to non-biological processes (i.e., basalt and
carbonate weathering) results to be considerable under short periods, further experimentations should
be done to address current uncertainties, especially due to soil management [58].

Soil CO2 fluxes are bidirectional and can shift in sign in response to the predominance of
various biological and non-biological components. This work implies measured (e.g., with respiration
chambers) and estimated (e.g., with the soil gradient method) soil CO2 fluxes actually reflect a net
soil exchange (NSE), analogous to the net ecosystem exchange (NEE), rather than only respiration or
efflux [100]. In most ecosystems across the globe, NEE is usually negative, representing a fixation of
CO2 from the atmosphere through photosynthetic fixation into the biosphere, but exceptions in time
and space have been reported [101]. Similarly, the NSE is commonly positive across the globe, where
metabolic and respiratory processes dominate, representing, from the perspective of soils, a loss of
CO2 from the soil to the atmosphere. While these processes dominate, there are again exceptions in
time and space, including the fixation of CO2 in soils as a result of non-biological processes as we
observed in the LEO system.

The concept of NSE requires new source partitioning methods for quantifying various biological
and non-biological components, analogously to eddy covariance flux partitioning algorithms used
to estimate the gross primary productivity and ecosystem respiration [102,103]. These may include
isotopic methods to distinguish different CO2 sources, such as been done in the Mojave Desert to
differentiate biological from non-biological CO2 production in the soil, due to the different δ13C
signatures between the soil organic carbon and carbonates [98,104]. Additional measurements
should be considered to interpret biological CO2 production within the soil profile. The apparent
respiratory quotient (i.e., ratio of CO2 efflux to the oxygen influx) was used to show that the biological
respiration rate was 3.8 times higher than the surface-measured CO2 with chambers [105]. Furthermore,
incorporating oxygen measurements within the soil profile will improve the capability of current
state-of-the-art microbial enzyme models [81,106].

Finally, we believe that the concept of the NSE could be broadly used across different soil
biogeochemical cycles. For example, methane (CH4) can be both produced (i.e., methanogenesis) or
consumed (i.e., methanotrophy) within the soil [107]; similarly, carbonyl sulfide (COS/OCS) fluxes are
thought to be a combination of biological and non-biological sources [108,109]. Such features of soil
gases can be used to develop soil functional types [110], analogous to plant and ecosystem functional
types, to better represent soil functionality at global scales.

Supplementary Materials: The following are available online at http://www.mdpi.com/2571-8789/3/1/10/s1,
Table S1: Studies reporting negative CO2 fluxes and potential carbonate weathering. Figure S1. Schematic
representation of Equation (9).
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