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Abstract: ALICE is the dedicated heavy-ion experiment at the CERN Large Hadron Collider (LHC).
Its main tracking and particle-identification detector is a large volume Time Projection Chamber
(TPC). The TPC has been designed to perform well in the high-track density environment created in
high-energy heavy-ion collisions. In this proceeding, we describe the track reconstruction procedure
in ALICE. In particular, we focus on the two main challenges that were faced during the Run 2
data-taking period (2015–2018) of the LHC, which were the baseline fluctuations and the local space
charge distortions in the TPC. We present the corresponding solutions in detail and describe the
software tools that allowed us to circumvent these challenges.

Keywords: heavy-ion collisions; tracking; Time Projection Chamber (TPC); space charge distortions;
event pileup; interactive visualization

1. Introduction

ALICE was designed to cope with about 20,000 charged primary and secondary tracks
emerging in the TPC acceptance (|η| < 0.9) from central Pb–Pb collisions at

√
sNN = 5.5 TeV.

Such high-track densities are also achieved in pp collisions collected at high interaction
rates, which cause pileups of particles from several collisions in the TPC drift time. The TPC
is capable of tracking particles from very low (≈100 MeV/c) up to fairly high (≈100 GeV/c)
transverse momentum (pT). The apparatus consists of a central barrel enclosed in a solenoid
magnet with a nominal field of 0.5 T along the beam direction, a forward muon spectrometer
and several smaller detectors in the forward region [1,2].

In this proceeding, we will focus on the so-called combined tracking procedure, which
uses the central barrel detectors; the Inner Tracking System (ITS), the Time Projection
Chamber (TPC), which is the main tracking detector, the Transition Radiation Detector
(TRD) and the Time-Of-Flight (TOF). The track reconstruction is based on the Kalman Filter
approach [3,4], which consists of three steps as depicted in Figure 1. The tracking starts
with the track seeding in the outermost pad rows of the TPC. The seed is then propagated
inwards towards the primary vertex through the TPC volume and the ITS layers. Then,
a second propagation step is performed in the outward direction from the innermost ITS
layer to the outer detectors (TRD and TOF).

Finally, the primary tracks are refitted back to the primary vertex or as close to the
vertex as possible in the case of secondary tracks. The improvement in pT resolution
after applying a vertex constraint and including the TRD in the track fitting are shown
in the left and right panels of Figure 2, respectively. The vertex constraint significantly
improves the resolution of TPC standalone tracks, while it has no effect on ITS–TPC tracks
(green and blue square overlap). Including TRD in the tracking improves the resolution by
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about 40% at high pT for pp collisions recorded at both low (12 kHz) and high interaction
(230 kHz) rates.

Reconstruction: The o✏ine framework handles the o✏ine analysis and the recon-
struction of the physics data coming from simulated and real interactions. This is carried
out by the ALICE computer framework Aliroot which makes use of the object oriented,
C++ based ROOT framework [92].

The detected hits, energy depositions at a given point and time, are stored for each
detector and they are later on converted into digits taking into account the detector and
associated electronics response function. As an input, the reconstruction uses the digits
that are the digitized signals (ADC counts) obtained by a sensitive pad of a detector at
a certain time, together with some additional information like module number, readout
channel number, time bucket number, etc. The digits could be in both ROOT format,
which is more convenient for development and debugging purposes, and raw data format,
as they are output from the detector or can be generated from simulated special-format
digits (see Fig. A.1).

TPC$

TRD$

ITS$

TOF$

Figure A.2.: Schematic view of the three passes of the combined track finding [92].

First, a local reconstruction of clusters, containing the space point information of the
particles, is performed in each detector. Then vertices and tracks are reconstructed and
the particle identification is carried on. The combined track finding, which is based on the
Kalman Filter approach (a method for simultaneous track recognition and reconstruction),
in the central ALICE detectors consists of three steps (Fig. A.2):

1. Track seeding in the outermost pad rows of the TPC to the primary vertex through
the ITS layers.

2. Tracking from the innermost ITS layer to the outer detectors; TRD, TOF, HMPID,
PHOS and EMCal.

3. Refitting the primary tracks back to the primary vertex or, in the case of the sec-
ondary tracks, as close to the vertex as possible.

Finally, the outcome of the reconstruction process is kept in a structure, so-called Event
Summary Data (ESD), containing the reconstructed charged particle tracks (together with
the particle identification information), decays with the V 0, kink and cascade topologies
and some neutral particles reconstructed in the calorimeters, as well as the global event
properties.
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Figure 1. Schematic view of the three passes of the combined track finding [5,6]. Central barrel
detectors are shown as cross-sections perpendicular to the beam direction from innermost (ITS) to
outermost (TOF) detectors. Nuclear Inst. and Methods in Physics Research, A 881 (2018) 88–127

Fig. 25. Fraction of tracks matched between the TPC and the TRD (TPC–TRD) and further
the TOF detector (TRD–TOF) as a function of transverse momentum in pp collisions at˘
s = 13 TeV.

Fig. 26. Dependence of the position resolution on charge over transverse momentum
for simulated tracks in the TRD (red) and in the TPC (blue), reconstructed global tracks
from simulation (grey) and from pp collisions at

˘
s = 13 TeV (black). The label TRD–TPC

indicates global tracks reconstructed with the ITS and TPC that were extrapolated to the
TRD. The green line represents the theoretical value for the combined resolution of TRD
and global tracks. The red line shows a parabolic fit to the corresponding points. (For
interpretation of the references to colour in this figure legend, the reader is referred to the
web version of this article.)

collisions, the achieved pT resolution is 3% at 40 GeV. In addition
the inclusion of the TRD in the track reconstruction improves the
impact parameter resolution and the reconstruction of tracks that pass
at the edges of the TPC sectors, i.e. increasing the acceptance of the
experiment.

9. Alignment

The physical alignment of the detectors during installation (see Sec-
tion 2.3) has a finite precision of the order of 1mm for chambers within
a supermodule and of 1 cm for supermodules in the spaceframe. The
subsequent software alignment, i.e. accounting for the actual positions
of supermodules and chambers in the reconstruction and simulation
software, is the subject of this section. The alignment parameters (three
shifts and three rotation parameters per alignable volume) are deduced
from optical survey data and/or from reconstructed tracks. In the latter
case, the obtained values have to be added to those already used during
the reconstruction. The obtained alignment sets are stored in the OCDB
and used in the subsequent reconstructions.

The different alignment steps are described in the following subsec-
tions. The alignment is checked and, if necessary, redone after shutdown
periods and/or interventions that may affect the detector positions,
e.g. installations of new supermodules.

Fig. 27. Improvement of the q_pT resolution in data when TRD information is included as
compared with the performance of tracking without TRD information for various running
scenarios. The labels low and high IR indicate interaction rates of 12 and 230 kHz,
respectively.

Table 5
Typical width of the tracklet-to-track residuals in y observed during the internal alignment
procedure. The residuals are between a tracklet (measured by a single chamber) and track
(defined by the remaining chambers of the stack). L0–L5 refer to the six TRD chambers
within a stack. The L0 and L5 resolutions are given only for comparison purposes as the
positions of these two chambers are fixed during the minimisation.

Alignment volumes Input data set Residual width (�)

L0 Cosmics 2 mm
L2 Cosmics 1 mm
L5 Cosmics 2 mm
L0 pp collisions 2–3 mm
L2 pp collisions 1–2 mm
L5 pp collisions 2–3 mm

9.1. Internal alignment of chambers with cosmic-ray tracks

The internal detector alignment, i.e. the relative alignment of the
read-out chambers within one stack, is performed with cosmic-ray tracks
recorded without magnetic field (Fig. 28, top). The local y coordinates
(see Section 2) of the chambers of the intermediate layers L1–L4
(tracklet) are varied to minimise the �2 of straight tracks calculated from
the hits in layers L0 and L5. The coordinates of the first and last chamber,
L0 and L5, are kept constant. Any misalignment of a stack, such as a tilt,
possibly resulting from this constraint is removed later during the stack
alignment. Chamber tilts are neglected. The typical spread (Gaussian �)
of the residual between tracklet and straight track is about 1mm for
a single chamber (see Table 5). The initial chamber misalignments of
0.6–0.7mm are reduced to 0.2–0.3mm (r.m.s.). The minimum required
statistics is O(103) tracks per read-out chamber (i.e. per stack). For a
few stacks, located around ' = 0 and ' = 180˝, with low statistics
of cosmic-ray tracks, charged tracks from pp collisions taken without
magnetic field are used instead.

The internal y alignment sets deduced from cosmic-ray tracks and
from pp collisions agree within 0.18 mm (Gaussian �). From this,
the accuracy of the internal alignment is estimated to be about �y =
0.18 mm_

˘
2 = 0.13 mm. Similar agreement exists between cosmic-ray

runs taken in different periods.

9.2. Survey-based alignment of supermodules

The supermodules are subject to an optical survey after installation
and, subsequently, after every hardware intervention that may affect
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tracted from the track covariance matrix, is shown in Fig. 23. The effect of constraining the tracks to
the primary vertex is shown as well. The inverse-pT resolution, plotted in this figure, is connected to the
relative transverse momentum resolution via

σpT
pT

= pT σ1/pT . (14)

The plot represents the most advanced reconstruction scheme that was applied to the data taken in the
recent p–Pb run. In central Pb–Pb collisions, the pT resolution is expected to deteriorate by ∼10–15%
at high pT due to the loss (or reduction) of clusters sitting on ion tails, cluster overlap, and fake clusters
attached to the tracks.
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Fig. 23: The pT resolution for standalone TPC and ITS–TPC matched tracks with and without constraint to the
vertex. The vertex constrain significantly improves the resolution of TPC standalone tracks. For ITS–TPC tracks,
it has no effect (green and blue squares overlap).

To demonstrate the mass resolution achievable with ITS–TPC global tracks we show in Fig. 24 the
invariant mass spectra of µ+µ− (left) and e+e− (right) pairs measured in ultraperipheral Pb–Pb collisions
at √sNN = 2.76 TeV. The mass resolution at the J/ψ peak is better than 1%.

Although it provides the best estimate of track parameters, the global ITS–TPC track reconstruction
suffers from gaps in the ITS acceptance. In particular, in the innermost two SPD layers, up to 20%
and 30% of the modules were inactive in the years 2010 and 2011, respectively. The inefficiency was
reduced to ∼5% in 2012 after solving problems with detector cooling. For those analyses that require
a uniform detector response, the parameters of the tracks fitted only in the TPC and constrained to the
primary vertex can be used. The transverse momentum resolution of these tracks is comparable to that
of the global tracks up to pT ≈ 10 GeV/c and significantly worse for higher momenta (red filled circles
in Fig. 23).

The ability to reconstruct pairs of close tracks is important for particle-correlation measurements. The
track-separation dependent efficiency has to be either corrected for or, when dealing with ratios, close
pairs7 have to be removed in the numerator and denominator of the correlation function. In the first

7Two tracks that are so close to each other that the presence of one track affects the reconstruction efficiency of the other.

42

Figure 2. Left: the pT resolution in p–Pb collisions for standalone TPC and ITS–TPC matched tracks
with and without constraint to the vertex [2]. Right: improvement of the q/pT (inverse transverse
momentum scaled with the particle charge) resolution in data in pp collisions when TRD information
is included in the tracking for various running scenarios. The labels low and high IR indicate
interaction rates (IR) of 12 and 230 kHz, respectively [7].

2. Software Tools: Skimmed Data and RootInteractive

Tracking in a high-track density environment requires the efficient handling of large
data samples and efficient software tools. The reconstructed Pb–Pb collision data collected
by the ALICE detector until 2019 is on the level of several Petabytes. To process and calibrate
such a large amount of data, we used the so-called “Skimmed data” approach, which
provides a small-size data sample with sufficient statistics in all phase space containing all
the required information. This is essential for a reliable and fast-turnaround optimization
of the calibration and reconstruction algorithms. The data skimming procedure, which is
depicted in orange and blue in Figure 3, allows for a substantial reduction of the disk space
and processing time. More details will be given in the next paragraphs.

Input data, having a size on the order of several Petabytes, are skimmed down to
several hundreds of Gigabytes. During this skimming, on the one hand, some of the tracks
are skipped using a physics motivated down-scaling procedure (representative sampling
of charged particles and V0s (a V0 is a neutral particle that decays into two charged tracks,
such as K0

S (K0
S −→ π+π−), Λ̄ (Λ̄ −→ p̄π+) and Λ (Λ −→ pπ−)) depending on their pT

and keeping the full track information, retaining nuclei and cosmic tracks etc.) and, thus,
reducing the disk space.

On the other hand, additional information from different sources, such as the running
conditions and derived variables obtained using the track and event properties are included
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in the final tabulated summary data—the so-called “Skimmed Trees”. These skimmed
trees contain unbinned data. They are later converted to smaller n-dimensional histograms,
which are subsequently saved into a tabulated tree (map) with a size on the order of a
few Megabytes. These final trees preserve the full potential of the input collision data of
several Petabytes.

Data	Skimming
Reduced	disk	space	

without	losing	information

Input	data
Collision	and	

track	
information

n-dimensional
histograms

dE/dx,	p,	voltage,
centrality,	etc.

~GigaBytes

n-dimensional
maps

Cumulative	quantities,
mean,	RMS,	fit,	etc.

~MegaBytes

Data
analysis

ML	techniques,	
global	fits,	etc.

~Hours

Interactive
visualization
Jupyter/Bokeh
web	server

~Instantly

RootInteractive
Gain	in	speed	with	better	
understanding	of	the	data

Skimmed	data
Selected	special	
collision	and	track

information

~100	GigaBytes

Separation	power

Skimmed
raw	Data

Reconstructed
data

Turnaround	time	for	
hundreds	of	reconstructions	within	one	day

~PetaBytes

Figure 3. Workflow of the skimmed data and RootInteractive tool.

The final product of the skimming procedure described above is tabulated data in the
TTree format, which can easily be converted into other formats, such as “panda”, “numpy”,
“csv” etc. Eventually, it can be used as an input within the so-called “RootInteractive” frame-
work [8]. One of the main advantages of RootInteractive is that it allows for interactive
visualization of multidimensional data in ROOT or native Python formats. More impor-
tantly, by integrating Machine-Learning (ML) algorithms with interactive visualization
tools, it makes data analysis more efficient and effective.

The graphical output of the tool is shown in Figure 4 for illustrative purposes. In this
example, the dependencies of the common-mode effect (see Section 3) for the Gas Electron
Multiplier (GEM)-based TPC [9] are studied using the Random Forest (RF) algorithm [10].
The tool allows for interactive visualization of eight parameters as sliders below the plots.

Figure 4. Illustration of the RootInteractive tool. Data (top left), comparison of the data to RF
predictions (top right) and difference between the data and RF predictions (bottom row).
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Raw data reconstruction and full Monte Carlo (MC) simulation use a large amount
of CPU time. For instance, the reconstruction of the Pb–Pb data sample collected in
2018 took about five thousand years of CPU running time. Usually, the optimization of
the reconstruction code is required to tune several parameters, thus, requiring running
the reconstruction several times until the optimal performance is achieved. During the
aforementioned data skimming, one can tag a sub-sample of events (high multiplicity,
presence of nuclei, cosmic tracks etc.) that can be used for calibration purposes. Since
the data size is substantially reduced by this tagging, we were able to run more than
200 different versions of the reconstruction code in parallel with a turnaround time of a
single day.

3. Baseline Fluctuations in the TPC

The TPC signal has two characteristic features: the “ion-tail” and the “common-mode”
effect. The signal induced on the readout pads of the TPC is characterized by a fast rise
due to the ionization produced by the drifting electrons in the high electric field in the
vicinity of the anode wire and a long ion-tail (more than 25% of the TPC drift time) due to
the motion of back-drifting positive ions [11]. The magnitude of the negative undershoot
caused by this ion-tail is usually smaller than 1% compared to the pulse height; however,
its integral is about 50% of the integral of the signal itself. Therefore, in a high multiplicity
environment, this ion-tail effect causes a significant degradation of the following signals on
the same readout pad due to signal pileup.

Like the ion-tail, the common-mode effect also causes a multiplicity-dependent de-
terioration of the performance. This occurs due to the capacitive coupling of the anode
wires to the readout pads. Due to this capacitive coupling, discharging and charging of
the wires induces a bipolar signal on all pads facing the same anode wire segment in
which the original signal is detected. The fast rise time of the discharging process causes
a simultaneous undershoot. Figure 5 shows the ion-tail effect for different anode voltage
settings (left panel) and two laser (to study the baseline effects and the signal shape, the
Laser calibration system of the TPC was used [12]) track clusters on a given pad row, which
induces common-mode signals on the other pads in the same time interval (right panel).
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Voltage dependence135

136

Since the ion drift velocity increases with higher fields, anode wire voltage has a somewhat simi-137

lar effect as the wire geometry. However, the first order effect reveals itself in a change of the avalanche138

spread around the anode wire. An increase in the anode wire voltage does not only lead to higher gains139

but also to an earlier start of the avalanche due to the higher fields and thus an enlarged avalanche spread140

around the anode wire. This can be seen in the ratio of the integral of the undershoot to the integral of141

the signal as a function of the anode wire voltage, as shown in Figure 9.142
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Ion-tail shape. (Right) Ratio of the undershoot to the pulse as a function of anode voltage.
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Pad-position dependence144

145

Since, the anode voltage, the geometry of the wires and the gas mixture are all fixed for a given146

run and the offline signal correction is applied on the cluster level, the main focus of the shape analysis147

study in this work is the dependence of the ion tail on the pad position with respect to the center of148

gravity of cluster. The principle of this dependence is that each pad of a given cluster sees a different149

fraction of the ions ending up on the pad plane and accordingly on the cathode wires because of the150

avalanche spread around the anode wire. This eventually changes the Ion-tail shape of each pad signal151

of the cluster. Normalized pad signals measured at different distances to the center of gravity of the152

cluster are shown in Figure 10. The ratio of the undershoot to the pulse as a function of distance to the153

center of gravity of the cluster shows almost a linear behavior, where most central pads receives more154

ions than the peripheral ones.155

3.1.2 Simulations156

Originally, Garfield was written for two-dimensional chambers made of wires and planes where the157

exact fields are known. However for three-dimensional configurations the dielectric media and complex158

electrode shapes are difficult to handle with analytic techniques. To cope with this problem, Garfield is159

interfaced with the neBEM (A nearly exact Boundary Element Method) [7] program, which provides160

the field maps as basis for the calculations of Garfield. The three dimensional pad read-out set-up of the161

TPC-IROC created using the neBEM program is shown in Figure 11. In addition to the pads read out162

two pads were added on each side in order to avoid boundary effects.163

164

The ion distributions around the anode wires is not known precisely. Therefore, one has to make165

some assumptions about the positions of the ions in the vicinity of the anode wires. To create a more166

realistic scenario, a number of primary electrons at a sufficient distance from the amplification region167
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4 Offline Baseline Correction for the Ion-tail and Common-mode Effects222

The offline baseline correction is applied on the cluster level. A cluster, which is regarded as hit points223

in the TPC, is defined as peaked deposited charge within a search window of 5 bins in pad and 5 bins in224

time direction, as shown in Figure 18. The Ion-tail effect correction uses the so-called “Time Response225

Functions (TRFs)”, i.e. normalized pad signals including the Ion-tail, as the sole input. They are pro-226

duced using the laser events for different external parameters and saved in a look-up table. For a given227

pad, each cluster is corrected with the following vector operation:228

A = Ain +aIT ·Qtot,pad ·T, (1)

where A and Ain are the corrected and input pad signals, respectively, Qtot,pad is the integral of the229

positive part of the input pad signal and T is the time response function for the given relative pad230

position to the center of gravity of cluster. After cluster finding the coordinates of the center of gravity,231

Qtot and Qmax of each cluster are available but pad-by-pad information is lost. Therefore, the shape of232

a given cluster is approximated with the so-called “Pad Response function (PRF)”, which has a Gauss233

function shape, in both time and pad direction for simplicity. This allows for an easy calculation of the234

relative position of each pad and its Qtot,pad. On the other hand, threshold effects, i.e. zero-suppression,235

lead to missing charge and clusters, which are then compensated by the fudge factor aIT. Also, since236

a cluster is defined by five pads, the tails of clusters, which spread over more than 5 pads, are ignored.237

Moreover, because the TRFs are produced by laser tracks from a single IROC or OROC with a certain238

12

Figure 5. (Color online) Left: normalized pad signals with zoom into the y-axis showing the ion tail
for different anode voltage settings. Right: laser track clusters (integrated over 2000 laser events) in a
given pad-row illustrating the common-mode effect [13].

At high occupancy, both the ion-tail and the common-mode lead to a shift in the
baseline. A toy simulation of a single pad readout in the presence of the ion-tail effect for
a high-track multiplicity environment is illustrated in Figure 6. The performance of the
baseline correction algorithm is shown in the right panel. In the Technical Design Report
(TDR) of the TPC, it was assumed that the current front-end electronics will have a set
of online signal processing algorithms (Moving Average Filter (MAF)) to correct for this
baseline shift on the hardware level [14]. However, this functionality was not enabled due
to instabilities in the firmware. Consequently, part of the pad signal remained under the
zero-suppression threshold and was lost. This missing charge led to the loss of charge
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within a cluster and, in some cases, also to a loss of clusters (e.g., when all pad signals of a
cluster were below the zero suppression threshold).

Eventually, these baseline fluctuations resulted in a significant deterioration of the
specific energy loss (dE/dx) measurement and consequently of the PID performance of
the TPC, in particular, in a high-track density environment. Both of these effects were
corrected offline during the data reconstruction and taken into account in the simulations
at the digitization level.
Put a short title here in case the long title is too long ALICE Collaboration
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of the corrections is also effected by unavoidable saturated signals 1 created by the highly ionizing253

particles which can be attributed to the missing information as well.254

255

To quantify the performance of the particle identification after the offline correction, two quanti-256

ties are used: electron-pion separation power and mean dE/dx position of the minimum ionizing pions.257

Electron-pion separation power is defined as258

Se,p =
|µe(p)�µp(p)|

1
2
(sdE/dx,e(p)+sdE/dx,p(p))

, (3)

where µi(p) is the mean dE/dx signal of particle i at momentum p. Figure 20 shows an illustration of259

separation power calculation for a small statistics test of HIJING simulation with GEANT3 implemen-260

tation of the TPC detector setup for the central Pb–Pb collisions.
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The final performance tests were applied on two different data sets:263

1The front-end electronics of the TPC reads out a maximum of 1024 ADC (10 bits), if there is a signal which exceeds this
limit, the channel stays in saturation for several time-bins at a certain value. These signals are labeled as “saturated signal”.

14

Figure 6. Toy simulation of a single pad readout at the presence of the ion-tail effect for a high-track
multiplicity environment corresponding to a central Pb–Pb event at

√
sNN = 5.5 TeV. Left: input

signal, where the zoom of the first peak along the time axis is shown in the inset. Right: convoluted
(red solid line) and corrected (dashed green line) signals [13].

After 2015, the ALICE TPC was operated in Pb–Pb collisions at interaction rates
of up to 8 kHz and pp collisions up to 200 MHz. This high interaction rate caused a
pileup of interaction vertices within the TPC readout time and, consequently, a shift in
the baseline of the readout electronics. The pileup of different collisions happens in two
distinct natures; “same-bunch-crossing pileups”, where two (or more) collisions occur in
the same bunch crossing, and “out-of bunch pileups”, where one (or more) collisions occur
in bunch crossings different from the one that triggered the data acquisition.

In the first case, the collisions occur near in time with positions that are separated by
up to few cm along the beam direction. These events can be identified based on multiple
reconstructed vertices from tracks reconstructed in the TPC and ITS. In the case of out-of-
bunch pileup, the collisions occur at different times, and therefore the tracks reconstructed
in the TPC are spatially shifted along the drift direction (due to their different production
times) and, in the vast majority of the cases not prolonged to the ITS, both due to the short
readout time of ITS detectors and to their spatial shift in the TPC.

More than 25% of the Pb–Pb events collected in 2018 were influenced by out-of-bunch
pileup collisions (while same-bunch pileup is negligible in Pb–Pb collisions at interaction
rates of about 8 kHz). The resulting bias in the measured dE/dx affects several physics
analyses, for which the events with pileup collisions were discarded at the event selection
level. Therefore, it is important to correct for the effect of pileup on dE/dx to achieve
optimal PID performance and avoid having to discard these events.

The left panel of Figure 7 shows the bias induced by pileup in the mean dE/dx
values for the pions belonging to the triggered collision. Depending on whether the
pileup interaction occurred before or after the triggered interaction, the dE/dx values
systematically shift in a different direction. To correct for this effect, an event-by-event basis
correction algorithm was developed.

Using the events with pileup, the deviation in the dE/dx of tracks from the triggered
collision was parameterized in four dimensions; pseudorapidity, TPC dE/dx, the multiplic-
ity of the pileup event and the relative distance of the pileup collision vertex from the main
interaction vertex along the beam axis. This multi-dimensional map was used to correct for
the bias in the dE/dx values, which was largely eliminated as shown in the right panel of
Figure 7.
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Figure 7. (Color online) Mean dE/dx values of pions for the events with and without out-of-bunch
pileup before (left) and after (right) dE/dx correction.

As explained above, the common-mode effect and the ion-tail result in a significant
loss of information. The reduction in the dE/dx of the detected clusters is recovered by
the offline correction mentioned above; however, the clusters that were lost because they
were below the zero suppression threshold are not recoverable. Nevertheless, one can still
account for this loss by increasing the cluster error by adding contributions stemming from
baseline fluctuations. In this way, the efficiency of cluster-to-track assignment is partially
restored. Since this problem mainly affects the particle detection efficiency, the full MC
simulations must be treated accordingly.

Given its particular shape, the ion-tail produces a baseline bias that depends on pseudo-
rapidity, dE/dx, momentum and track density. Therefore, a performance parametrization
was carried out in multiple dimensions using the RootInteractive tool. Figure 8 shows
the comparison of the Pb–Pb data and the corresponding MC productions in terms of the
cluster finding efficiency before and after the baseline correction mentioned above. The
observed discrepancy between the data and MC was significantly reduced by the baseline
calibration. Note that calibration of the detector response in multiple dimensions is an
optimization procedure of the overall performance. Therefore, slight residual imperfections
for a given observable are inevitable.
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Figure 8. (Color online) Cluster finding efficiency as a function of track multiplicity before (black
markers) and after (red markers) the baseline calibrations applied in the data and full simulation of
the HIJING [15] event generator employing a GEANT4 implementation of the ALICE detector setup.

4. Local Space Charge Distortions

In 2015, significant local spatial distortions were observed. These distortions were
found to be caused by space charge accumulation originating from the gap between two
adjacent readout chambers. The resulting deviations of the reconstructed point coordinates
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(i.e., spatial positions of the TPC clusters) are on the order of several cm as shown in
Figure 9.

This is much larger than the intrinsic resolution, which is on the order of 200 µm. The
local space charge distortions were corrected on average; however, their fluctuations were
not fully eliminated. These fluctuations can be described as

σsc

µsc
=

1√
Nion

pileup

√√√√1 +
(

σNmult

µNmult

)2
+

1
Fµtot(r)

(
1 +

(
σQtrack

µQtrack

(r)
)2
)

, (1)

where Nion
pileup is the number of ion pileup events,

σNmult
µNmult

is the relative RMS of the distri-

bution of the track multiplicity, µNmult is the average track multiplicity per event,
σQtrack
µQtrack

(r)

is the relative variation of the ionization of single tracks depending on the radius r, and
Fµtot(r) quantifies the amount of tracks contributing to the fluctuations for a given vol-
ume fraction [16]. The local space-charge distortion fluctuations strongly depend on the
track multiplicity.
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region) for the A side. Lower panel: large local deviations of up to 3 cm are observed at the TPC
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To mitigate this problem, the potential at the chamber boundaries was modified to
prevent electrons from entering the gaps between readout chambers before the 2018 data
taking. The electron drift lines, before and after the modification, are shown in Figure 10.
This change in the electric potential led to a defocusing of drifting electrons by a few
millimeters at the chamber edges, thus, resulting in an efficiency loss of about 0.5–1%.
Moreover, it increased the diffusion of electrons and decreased the deposited charge on the
readout pads. This worsening of the charge measurements at the chamber boundaries was
partially mitigated by increasing the cluster errors as explained above. Moreover, as will be
discussed below, the inclusion of the TRD in tracking significantly improved the tracking
performance close to the chamber boundaries.
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Figure 10. The electron drift lines, before (left) and after (right) the modification of the potential at
the chamber boundaries of a TPC sector.

5. Using TRD in the Refit

The relative momentum resolution ( σpT /pT) of the ALICE barrel tracking depends on
several parameters. In the homogeneous detector approximation, one could write:

σpT

pT
≈pT σq/pT (2)

with

σq/pT ≈
σrϕ√
Ncl

1
BL2 ⊕ σMS (3)

where σq/pT is the inverse transverse momentum resolution, L is the track length (lever
arm), B is the magnetic field, Ncl is the number of clusters, σrϕ is the space point resolution
in the bending direction, and σMS is a contribution due to multiple scattering.

The resolution for particles with high momentum (pT > 1 GeV/c) is mainly de-
termined by the track length (L) and the precision σrϕ of the space point measurement.
Contributions due to multiple scattering are less important at high pT. In combination with
a significantly longer TPC+ITS lever arm (LTPC ≈ 150 cm, LTPC+ITS ≈ 250 cm) and a much
better point resolution, the combined TPC– ITS tracking is significantly more accurate than
TPC alone. The relative improvement in resolution at high momenta (Figure 2 left) is a
factor of 3 at 10 GeV/c and a factor of 6 at pT above 30 GeV/c.

However, the momentum resolution in combined tracking is not homogeneous; there
are regions in pseudorapidity and azimuth with much worse resolution. Two typical
patterns can be identified:

• The resolution is strikingly worse at the sector boundaries (Figure 11 left). At the
TPC sector boundaries, the number of space points is reduced because a fraction of
the particle trajectory traverses dead zones (Figure 12), and the resolution of space
points σrϕ at the edge is also worse due to the lower gain. The resulting effect can be
seen in Figure 13. For short tracks crossing the dead zone (Ncl ≈ 50), the momentum
resolution is 5–10-times worse than for long tracks (Ncl > 150).

• Due to distortion fluctuations in the region with high distortions (see Figure 9) the
effective point resolution (σrϕ), and thus the resolution parameters are significantly
worse. The degradation of the momentum resolution due to this effect is not directly
observed; instead, we show the modulation of the normalized angular resolution
in Figure 14 as a function of the number of the TPC sector, which corresponds to a
20-degree wide azimuthal region.

For high-pT tracks, the inclusion of TRD in the track refit leads to an improvement in
average momentum resolution by about a factor of two, as can be seen in the right panel of
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Figure 2. The relative improvement depends on the interaction rate. For data collected at a
higher interaction rate (affected by larger distortion fluctuations), the relative improvement
due to TRD is larger. With TRD in refit, the sector modulation due to distortion fluctuations
is also greatly reduced as shown in Figure 14 for pp collisions at high interaction rate (green
markers compared to magenta points ).

A strong improvement is also seen in Figure 11, which shows the resolution as a
function of relative position (in azimuth) within a TPC sector. When using TRD in the refit
(right panel of Figure 11), the resolution improves by a factor of about 2. Note that the
resolution remains the same if a given track has no hit in TRD, e.g., due to absorption in the
detector material, decay before reaching the TRD or because of crossing a dead zone. The
asymmetry observed close to the sector edges (|q∆sector| > 0.4) results from the bending
direction of the tracks. Depending on the charge (q), the track can bend inside or outside
the active area of the TRD from the dead zone (see Figure 12).
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Figure 11. Momentum resolution for the tracks with (right) and without (left) TRD in track refit as
a function of the relative position (in azimuth) inside a TPC sector (see Figure 12) for tracks with
pT > 5 GeV/c.
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Figure 12. Sketch of particle tracks passing through the dead-zone (gray area) and bending inside
or outside the active area.
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and TRD space points for particles with pT > 5 GeV/c. The inclusion of TRD in the fit (Ncl > 160)
significantly improves the momentum resolution. Relative improvement of the (TPC+TRD) resolution
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Figure 14. The angular match between the vertex constrained TPC tracks and the ITS tracks at
the primary vertex as a function of the number of TPC sector, which corresponds to a 20-degree
wide azimuthal region as an approximation of the degradation of the combined tracking resolution.
The data are normalized to the low interaction rate data with negligible space charge distortion
fluctuations. In the sector regions 2–9 with larger distortions (see Figure 9), the angular agreement is
much broader. The degradation was strongly attenuated by using the TRD in the track fit.

6. Conclusions

The data samples collected during the LHC Run 2 were characterized by high-track
densities inside the TPC due to the high rate of pp collisions, which resulted in the pileup
of several events in the TPC drift time and the high number of particles produced in Pb–Pb
collisions at a center of mass energy of 5.02 TeV. A pileup of collisions in the TPC drift
time was also present in about 25% of the Pb–Pb events collected in 2018, causing a further
increase of the track density in the TPC volume. Calibration of the detector response in
such running conditions is a challenging task for understanding and processing the data.
For this, we developed the advanced software tools, “Skimmed data” and “RootInterac-
tive framework” for a reliable and fast-turnaround optimization of the calibration and
reconstruction algorithms.

The main two detector effects were the baseline fluctuations and the local space-charge
distortions in the TPC, which resulted in significant deterioration in the performance
of the TPC. The first is a consequence of the two characteristic features of the TPC, the
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“common-mode” effect and the ion-tail, while the latter is due to space charge accumulation
originating from the gap between two adjacent readout chambers.

The baseline fluctuations were initially planned to be corrected on the hardware level.
However, this was not realized due to instabilities in the firmware. Therefore, an algorithm
to be used offline during the raw data reconstruction was developed. Detailed signal shape
studies allowed us to achieve good matching between the actual and simulated detector
response. Most importantly, the bias in the dE/dx due to pileup events was eliminated
allowing us to recuperate more than 25% of the statistics of Pb–Pb collisions.

The local space charge distortions were mitigated by modifying the potential at the
chamber boundaries to prevent electrons from entering the gaps between readout chambers.
The distortions were fully eliminated with the cost of worsening of the charge measure-
ments at the chamber boundaries. The TRD was included in the track refit to account for
this problem, which significantly improved the tracking performance.
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