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Abstract: The size and evolution of the matter created in relativistic heavy-ion collisions strongly
depend on collision geometry, defined by the impact parameter. However, the impact parameter
cannot be measured directly in an experiment but might be inferred from final state observables using
the centrality procedure. We present the procedure of centrality determination for the Multi-Purpose
Detector (MPD) at the NICA collider and its performance using the multiplicity of produced charged
particles at midrapidity. The validity of the procedure is assessed using the simulated data for
Au + Au collisions at

√
sNN = 4–11 GeV.

Keywords: heavy-ion collisions; centrality determination; MPD experiment; NICA

1. Introduction

One of the main purposes of the upcoming Multi-Purpose Detector (MPD) at the
Nuclotron based Ion Collider fAcility (NICA) is to study the properties of the strongly
interacting matter created in relativistic heavy-ion collisions [1]. NICA will operate at
energies in the range of

√
sNN = 4 to 11 GeV per nucleon pair, which will provide the

possibility to investigate the matter in the region of high net-baryon density. Centrality is a
very important concept for heavy-ion collisions, which characterizes the size of the overlap
region in the collision. The physics observables from relativistic heavy-ion collisions, such
as transverse momentum pT spectra, the anisotropic flow coefficients vn, the HBT radii, etc.,
are then presented for various centralities. Ideally, the impact parameter (b), the distance
between the centers of two colliding ions in the transverse plane, should be used to define
the collision centrality [2]. It is a well-defined quantity and a key input to theoretical
calculations of heavy-ion collisions. However, one cannot directly measure the impact
parameter in an experiment [3]. Experimental heavy-ion collisions can be characterized
by the measured particle multiplicities Nch around midrapidity (or the total transverse
energy) or by the energy Esp measured in the forward rapidity region, which is sensitive
to the spectator fragments. The measured dN/dNch (dE/dEsp) distribution is divided into
percentile centrality classes, with the most central class defined by X% of events with the
highest value of Nch (smallest forward energy Esp), which corresponds to small values of
the impact parameter b. This is referred to as 0–X% centrality. The different detector systems
should be used for the determination of the collision centrality and for the measurement of
the physics observables in order to avoid nontrivial autocorrelations associated with event
selection. The correlation between measured Nch (Esp) and b of the collision is then inferred
by fitting a specific model of the collision dynamics to experimental data. Then this model
is used to extract information about b. Experiments at high energies usually employ the
Monte-Carlo Glauber (MC-Glauber) approach [4] coupled with a simple model of particle
production for this purpose [5,6]. The Glauber model also provides estimates for many
other parameters that describe the initial collision geometry, such as eccentricities, which
describe the azimuthal asymmetry in the distribution of the sources in the transverse plane.
While this approach offers a convenient parametrization of the measured distributions, it
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may suffer from systematic uncertainties, and limitations of the Glauber model [3]. At lower
energies (relevant to the NICA program), the spectator-participant paradigm becomes
less justified [7–9]. Recently, a new method for reconstructing the impact parameter b
distributions from the measured Nch was proposed [10,11]. The Γ-fit method is based on
the assumption that the relation between the measured Nch and b is purely probabilistic
and can be inferred from data without relying on any specific model of collisions. This
typical inverse problem can be solved by a deconvolution method. A gamma distribution
is used for the fluctuation kernel P(Nch|b) to model fluctuations of Nch at a fixed impact
parameter. The parameters of the gamma distribution were then extracted by fitting the
measured distribution of Nch.

In this work, we present the procedure of centrality determination for the Multi-
Purpose Detector at NICA and its performance using the multiplicity of produced charged
particles at midrapidity. In order to reconstruct the impact parameter distribution, the MC-
Glauber approach and Γ-fit method have been employed. The validity of the procedure
has been checked using the simulated data for Au + Au collisions at

√
sNN = 4.5, 7.7,

and 11.5 GeV.

2. Impact Parameter Estimation from the Multiplicity of Charged Particles

In this section, we describe the construction of the impact parameter estimators based
on the MC-Glauber [5,6] and Γ-fit methods [10,11] from the output of transport model
calculations. We have used several Monte Carlo models to simulate Au + Au collisions
at NICA energies: the cascade mode of UrQMD (Ultrarelativistic Quantum Molecular
Dynamics) [12], string melting version of AMPT-SM (A Multi-phase transport) [13], and
DCM-QGSM-SMM(hybrid model based on Dubna Cascade Model, the Quark-Gluon String
Model, and the Statistical Multifragmentation Models) [14,15]. In total, the sample of 1 M
minimum bias Au + Au events has been generated by each model for collision energies:√

sNN = 4.5, 7.7, and 11.5 GeV. The selected collision energies can be used in the future
for the direct comparison of the first MPD results with published results from the Beam
Energy Scan program of the STAR experiment at RHIC [8,16]. The centrality definition
in the STAR experiment is based on the measured charged particle multiplicity from the
Time Projection Chamber (TPC) within pseudorapidity |η| < 0.5, uncorrected for detection
efficiencies. We have applied the same acceptance cuts in our analysis. Figure 1 shows
the resulting pseudorapidity distributions of the selected charged particles produced
in Au + Au collisions at collision energies

√
sNN = 4.5, 7.7, and 11.5 GeV generated by

UrQMD, AMPT SM, and DCM-QGSM-SMM models.
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Figure 1. Pseudorapidity distributions of charged particles in minimum bias Au + Au collisions
at
√

sNN = 4.5, 7.7, and 11.5 GeV. Each marker represents the event generator: UrQMD [12] (black
circles), AMPT [13] (red squares), and DCM-QGSM-SMM [14,15] (blue triangles). The green vertical
band shows the pseudorapidity region of TPC used for centrality selection.

As an example, Figure 2 shows the charged particle multiplicity distribution for
Au + Au collisions at

√
sNN = 7.7 GeV obtained from the analysis of events from the

UrQMD model (open squares).
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Figure 2. Charged particle multiplicity distribution from the UrQMD model (open squares) for
Au + Au collisions at

√
sNN = 7.7 GeV compared to the fitted distribution using MC–Glauber (blue

solid triangles). 10% centrality classes defined with MC–Glauber normalization are indicated with
black dotted vertical lines.

2.1. Centrality Determination Using MC-Glauber Approach

The purpose of Monte Carlo implementations of the Glauber model [17] is to compose
two nuclei out of nucleons and simulate their collision process event-by-event. In this
model, a collision is described as individual interactions of the constituent nucleons. It
assumes that at sufficiently high energy, nucleons pass each other undeflected and move in-
dependently inside the nucleus. Geometrical properties of the collision, such as the impact
parameter b, number of participating nucleons (Npart), and number of binary nucleon-
nucleon collisions (Ncoll), are calculated by simulating many nucleus-nucleus collisions. In
the present work, we use the 3.2 version of the PHOBOS MC-Glauber approach [4]. At the
next step, one can couple the MC-Glauber with the simple model of particle production
based on a negative binomial distribution (NBD) [5,6]. The produced particle multiplic-
ity distribution can then be fitted to the experimentally measured one. Mean values of
geometrical quantities are then calculated for centrality classes defined according to their
multiplicity. The first step in the MC-Glauber approach is to prepare a model of the two
nuclei by defining the position of the nucleons in each nucleus stochastically. The nucleon
position in the 198Au nucleus is determined by the nuclear density function, parametrized
by Fermi distribution:

ρ(r) = ρ0
1 + w

( r
R
)2

1 + exp r−R
a

, (1)

where R is the radius of the nucleus, ρ0 is density in the center of the nucleus; a is the
skin thickness of the nucleus, which defines how quickly the nuclear density falls off
near the edge of the nucleus. The additional parameter w is needed to describe nuclei
whose maximum density is reached at radii r > 0. For 198Au, the parameters are set to
R = 6.5541 fm, a = 0.544 fm, w = 0 [18]. Two nucleons from different nuclei are assumed
to collide if the relative transverse distance d between centers is less than the distance
corresponding to the inelastic nucleon-nucleon cross section: d <

√
σinel

NN /π. For selected

energies, the values of σinel
NN are set to 29.3, 29.7, and 31.2 mb for

√
sNN = 4.5, 7.7, and

11.5 GeV, correspondingly [19].
The MC-Glauber defines the corresponding number of participating nucleons (Npart)

and the number of binary nucleon-nucleon collisions (Ncoll) for an event with a given impact
parameter b. The multiplicity of a heavy-ion collision MMC−Gl(Na, f , µ, k) is modeled as a
sum of particles produced from a set of Na independent emitting sources (“ancestors”) [5,6].
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Each ancestor produces particles according to a negative binomial distribution (NBD) Pµ,k
with mean multiplicity per ancestor µ and width parameter k:

MMC−Gl(Na, f , µ, k) =
Na( f )

∑
i=1

Pi
µ,k, Na( f ) = f Npart + (1− f )Ncoll . (2)

The Na( f ) parameterization is inspired by two-component models, which decompose
nucleus–nucleus collisions into soft and hard interactions. In this approach, the soft
interactions contribute to the multiplicity dependence as Npart, while hard interactions
as Ncoll . The track multiplicity distribution MMC−Gl for the charged particles in TPC is
simulated for an ensemble of events and various values of the NBD parameters µ, k, and
the Na parameter f [5,6]. A minimization procedure is applied to find the optimal set of
parameters that result in the smallest fitting criteria χ2. As an example, Figure 2 shows the
charged particle multiplicity distribution (open squares) with the MC-Glauber fit function
(blue solid triangles). With the final set of parameters ( f , µ, k), the mean value of impact
parameter 〈b〉 can be extracted for the centrality classes defined by the sharp cuts in the
multiplicity distribution—see the dotted vertical lines in Figure 2.

2.2. Centrality Determination Using the Γ-Fit Method

The Γ-fit method [10,11] is based on the assumption that the relation between the
measured Nch and impact parameter b is purely probabilistic and can be inferred from
the experimental data without relying on any specific model of collisions. The measured
multiplicity distribution, P(Nch), is obtained by summing the contributions to multiplicity
at all impact parameters:

1
M

MΓ− f it ≡ P(Nch) =
∫ ∞

0
P(Nch|b)P(b)db =

∫ 1

0
P(Nch|cb)dcb, (3)

where P(b) is the probability distribution of the impact parameter and cb denotes the
centrality, defined as the cumulative distribution of the impact parameter: cb ≡

∫ b
0 P(b′)db′.

1/M denotes that the distribution is normalized
∫

P(Nch)dNch = 1. P(Nch|cb) = P(Nch|b)
is the probability of Nch at fixed b. The probability distribution P(b) of b reads

P(b) =
2πb
σinel

Pinel(b) (4)

where Pinel(b) is the probability for an inelastic collision to occur at a given b, and σinel
is the inelastic nucleus–nucleus cross section. The probability for an inelastic collision is
close to 1 for nonperipheral collisions, and in this method of centrality determination, the
approximation Pinel(b) ' 1 is used. A gamma distribution is used for the fluctuation kernel
P(Nch|b) to model the fluctuations of Nch at a fixed impact parameter:

P(Nch|b) =
1

Γ(k)θk Nk−1
ch e−Nch/θ (5)

where k and θ are two positive parameters, which generally depend on cb. They define the
shape of the multiplicity distribution and can be attributed to the mean 〈Nch〉 and standard
deviation σNch of the distribution: 〈Nch〉 = kθ, σNch =

√
kθ. One assumes that the mean

〈Nch〉 is a smooth, monotonously decreasing function of cb. To define the variable k, we
used the following parameterization:

k(cb) = k0 · exp

[
−

3

∑
i=1

ai(cb)
i

]
, (6)

As a result, we have five fitting parameters θ, k0, and ai. The parameters of the gamma
distribution were then extracted by fitting the measured distribution of Nch [10,11]. We
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then tested the procedure on the same charged particle multiplicity distribution from the
UrQMD model for Au + Au collisions at

√
sNN = 7.7 GeV—see Figure 3. The result of

the fit is shown as red circles. The fit returns the parameters of the gamma distribution
in Equation (5), which allows us to reconstruct the probability of Nch at fixed centrality
cb. The probability distribution of impact parameter, b, at fixed Nch, can be obtained by
Bayes’ theorem: P(b|Nch) = P(Nch|b)P(b)/P(Nch), where P(Nch|b) = P(Nch|cb) is given
by Equation (5) and cb ' πb2/σinel [10,11].
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Figure 3. Charged particle multiplicity distribution from the UrQMD model (open squares) for
Au + Au collisions at

√
sNN = 7.7 GeV compared to the fitted distribution using the Γ–fit method

(red circles). The 10% centrality classes are defined with MC–Glauber normalization, indicated with
black dotted vertical lines.

3. Results

Figures 4–6 show the resulting multiplicity distribution of charged particles for
Au + Au collisions at

√
sNN = 4.5, 7.7, and 11.5 GeV for UrQMD, AMPT SM, and DCM-

QGSM-SMM models (black open boxes). The results of the fitting procedure by MC-Glauber
(blue solid triangles) and Γ-fit (red solid squares) methods are displayed together with the
model data in the top panels of Figures 4–6. The bottom panels display the ratio of the
resulting fit functions to the charged particle multiplicity distribution.
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Figure 4. Charged particle multiplicity distribution from the UrQMD model (open squares) for
Au + Au collisions at

√
sNN = 4.5, 7.7 and 11.5 GeV compared to the fitted distribution using Γ-fit

(red squares) and MC-Glauber (blue triangles) methods. Bottom plots show the ratio of the resulting
fit functions to the charged particle multiplicity distribution.
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Figure 5. Charged particle multiplicity distribution from the AMPT model (open squares) for
Au + Au collisions at

√
sNN = 4.5, 7.7 and 11.5 GeV compared to the fitted distribution using Γ-fit

(red squares) and MC-Glauber (blue triangles) methods. Bottom plots show the ratio of the resulting
fit functions to the charged particle multiplicity distribution.

0 100 200
1

10

210

310

410

510

610

ch
1/

N
 d

N
/d

N

Data

-fitΓ

MC-Gl

DCM-QGSM-SMM, Au+Au

=4.5 GeVNNs

(a)

0 100 200

0.8

1

1.2

M
C

-G
l/D

at
a (d)

0 100 200

0.8

1

1.2

-f
it

/D
at

a
Γ

(g)

0 100 200 300
1

10

210

310

410

510

610

ch
1/

N
 d

N
/d

N

=7.7 GeVNNs
(b)

0 100 200 300

0.8

1

1.2

M
C

-G
l/D

at
a (e)

0 100 200 300
chN

0.8

1

1.2

-f
it

/D
at

a
Γ

(h)

0 100 200 300
1

10

210

310

410

510

610
ch

1/
N

 d
N

/d
N
=11.5 GeVNNs

(c)

0 100 200 300

0.8

1

1.2

M
C

-G
l/D

at
a (f)

0 100 200 300

0.8

1

1.2

-f
it

/D
at

a
Γ

(i)

Figure 6. Charged particle multiplicity distribution from the DCM-QGSM-SMM model (open squares)
for Au + Au collisions at

√
sNN = 4.5, 7.7 and 11.5 GeV compared to the fitted distribution using Γ-fit

(red squares) and MC-Glauber (blue triangles) methods. Bottom plots show the ratio of the resulting
fit functions to the charged particle multiplicity distribution.

The fits have been performed for multiplicities in the range of Nch > 15. A value of
the multiplicity at which the fit starts to deviate from the multiplicity distribution defines
the so-called “anchor point” below which the centrality determination is not reliable. In
the Γ-fit method, we normalize P(Nch) so that the fraction of events above the anchor
point matches the value specified by model distribution. The ratio plots show that both
methods can reproduce the charged particle multiplicity distribution with good accuracy.
Figures 7 and 8 show the mean impact parameter 〈b〉 and its standard deviation σb as a
functions of charged particle multiplicity for UrQMD, AMPT, DCM-QGSM-SMM model
events at collision energies

√
sNN = 4.5, 7.7, and 11.5 GeV. Results estimated by MC-Glauber

and Γ-fit approaches are plotted as blue and red solid symbols accordingly. Values extracted
from the models directly are plotted as open symbols.
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Figure 7. Mean impact parameter distribution from three models (open symbols) for Au + Au
collisions at

√
sNN = 4.5, 7.7 and 11.5 GeV compared to the fitted distribution using Γ-fit (red

symbols) and MC-Glauber (blue symbols) methods.
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Figure 8. Standard deviation of the impact parameter distribution from three models (open symbols)
for Au + Au collisions at

√
sNN = 4.5, 7.7 and 11.5 GeV compared to the fitted distribution using Γ-fit

(red symbols) and MC-Glauber (blue symbols) methods.
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Figures 9–14 show the centrality dependence of the resulting 〈b〉 from MC-Glauber
and Γ-fit approximations for UrQMD, AMPT, and DCMQGSM-SMM models. Results
are compared with 〈b〉 extracted directly from the corresponding models. It is shown
that values of 〈b〉 reconstructed by both methods are in good agreement with the one
from the models. Results for the Γ-fit approach tend to be in a better agreement. How-
ever, it should be noted that this approach requires the total integral of the multiplicity
distribution to be evaluated separately. Thus, Γ-fit method is more sensitive to any bias,
such as trigger inefficiencies, that could distort the estimation of the total integral of the
multiplicity distribution.
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Figure 9. Centrality dependence of the average impact parameter 〈b〉 for Au + Au collisions at
√

sNN = 4.5, 7.7 and 11.5 GeV for Γ-fit approach. The resulting values of 〈b〉 extracted from the used
method (closed symbols) are compared with the values used in UrQMD model (open symbols).
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Figure 10. Centrality dependence of the average impact parameter 〈b〉 for Au + Au collisions at
√

sNN = 4.5, 7.7 and 11.5 GeV for MC-Glauber approach. The resulting values of 〈b〉 extracted
from the used method (closed symbols) are compared with the values used in UrQMD model
(open symbols).
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Figure 11. Centrality dependence of the average impact parameter 〈b〉 for Au + Au collisions at
√

sNN = 4.5, 7.7 and 11.5 GeV for Γ-fit approach. The resulting values of 〈b〉 extracted from the used
method (closed symbols) are compared with the values used in AMPT model (open symbols).
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Figure 12. Centrality dependence of the average impact parameter 〈b〉 for Au + Au collisions at
√

sNN = 4.5, 7.7 and 11.5 GeV for MC-Glauber approach. The resulting values of 〈b〉 extracted from
the used method (closed symbols) are compared with the values used in AMPT model (open symbols).
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Figure 13. Centrality dependence of the average impact parameter 〈b〉 for Au + Au collisions at
√

sNN = 4.5, 7.7 and 11.5 GeV for Γ-fit approach. The resulting values of 〈b〉 extracted from the
used method (closed symbols) are compared with the values used in DCM-QGSM-SMM model
(open symbols).
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Figure 14. Centrality dependence of the average impact parameter 〈b〉 for Au + Au collisions at
√

sNN = 4.5, 7.7 and 11.5 GeV for MC-Glauber approach. The resulting values of 〈b〉 extracted from
the used method (closed symbols) are compared with the values used in DCM-QGSM-SMM model
(open symbols).

At the next step of the analysis, the sample of UrQMD minimum bias events was made
as an input for the full chain of realistic simulations of the MPD detector subsystems based
on the GEANT4 platform and reconstruction algorithms built in the MPDROOT framework.
The track reconstruction in MPD is based on the Kalman filter technique [20], and the
minimal requirement of 16 TPC hits ensures a low momentum error. We have introduced a
3D distance of the closest approach (DCA) between the track and the reconstructed primary
vertex. The primary tracks have been selected with the 2σ cut on the DCA. Figure 15 shows
the multiplicity distribution for Au + Au collisions at

√
sNN = 7.7 GeV obtained from fully

reconstructed UrQMD events (open squares). Red circles show the result of the fitting
procedure for Γ-fit and blue triangles for the MC-Glauber method. The fits were carried
out for multiplicities in the range of Nch > 15. The bottom parts of Figure 15 show the
ratio of the track multiplicity distribution to the corresponding fit. Figures 16a and 17a
show the resulting centrality dependence of the mean impact parameter 〈b〉. Secondary
particles produced during the particle propagation through the MPD detector introduce a
bias in the correlation between the impact parameter and charged particle multiplicity. It is
clearly seen from the comparison of the results from the reconstructed data with primary
track selection (Figures 16b and 17b) and results from the direct analysis of UrQMD model
events (Figures 16c and 17c).
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Figure 15. Charged particle multiplicity distribution from the reconstructed UrQMD events (open
squares) for Au + Au collisions at

√
sNN = 4.5, 7.7 and 11.5 GeV compared to the fitted distribution

using Γ-fit (red squares) and MC-Glauber (blue triangles). Bottom plots show ratio of the resulting fit
functions to the charged particle multiplicity distribution.
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Figure 16. Centrality dependence of the average impact parameter 〈b〉 for Au + Au collisions
at
√

sNN = 7.7 GeV for Γ-fit approach. Multiplicity of charged particles were gathered for (a) all
charged tracks and (b) only primary tracks from the model itself. Additional track quality cut
Nhits > 16 was applied. The resulting values were compared with generated UrQMD data without
any reconstruction (c). Lower plots shows fit-to-model ratio.
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Figure 17. Centrality dependence of the average impact parameter 〈b〉 for Au + Au collisions at
√

sNN = 7.7 GeV for MC-Glauber approach. Multiplicity of charged particles were gathered for
(a) all charged tracks and (b) only primary tracks from the model itself. Additional track quality cut
Nhits > 16 was applied. The resulting values were compared with generated UrQMD data without
any reconstruction (c). Lower plots shows fit-to-model ratio.

The systematic uncertainties with regard to the mean values of impact parameter b
were obtained by independently varying the parameters of the initial parameters in each
method. The fit procedures were repeated for all parameter variations. For the Γ-fit method,
geometric inelastic nucleus–nucleus cross section σinel and fit ranges were varied. σinel
was varied within 2% from its value, and Nch > 10, 25, 30 fit ranges were chosen. For the
MC-Glauber approach, these parameters were a cross section of inelastic nucleon–nucleon
collisions σinel

NN (varied within 10%), radius R (varying within 0.04 fm) and skin thickness
a (varying within 0.1 fm) of the nucleus, fit ranges (Nch > 10, 40) and definition of the
number of ancestors Na. All values of the parameters are shown in the legend in Figure 18.
It is shown that differences in the resulting impact parameter due to parameter variations
are within 2–3%.
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Figure 18. Sensitivity of the impact parameter b/bdefault reconstruction to variations of parameters
for the MC-Glauber and Γ-fit approaches as a function of centrality.

4. Conclusions

A procedure for centrality determination based on charged hadron multiplicity is
established for the Multi-Purpose Detector (MPD) experiment at NICA. The connection
between the averaged impact parameter and centrality classes was extracted using the
multiplicity of the produced charged particles at midrapidity. The Monte-Carlo Glauber
model and Γ-fit methods have been used to map the multiplicity of charged particles
and impact parameter in a given centrality class. The validity of the procedure has been
assessed using the generated and fully reconstructed transport model (UrQMD, AMPT
SM, DCM-QGSM-SMM) data for Au + Au collisions at

√
sNN = 4.5, 7.7, and 11.5 GeV. In

the future, we plan to extend the MC-Glauber and Γ-fit fitting procedures for the energy of
particles detected in the forward rapidity region by forward hadronic calorimeter FHCAL
(MPD), which is sensitive to the spectator fragments.
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