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Abstract: Unmanned surface vehicles (USVs) are experiencing significant development across various
fields due to extensive research, enabling these devices to offer substantial benefits. One kind of
research that has been developed to produce better USVs is path planning. Despite numerous
research efforts employing conventional algorithms, deep reinforcement learning, and evolutionary
algorithms, USV path planning research consistently faces the challenge of effectively addressing
issues within dynamic surface environments where USVs navigate. This study aims to solve USV
dynamic environmental problems, as well as convergence problems in evolutionary algorithms. This
research proposes a neuronal genetic algorithm that utilizes neural network input for processing with
a genetic operator. The modifications in this research were implemented by incorporating a partially
exponential-based fitness function into the neuronal genetic algorithm. We also implemented an
inverse time variable to the fitness function. These two modifications produce faster convergence.
Based on the experimental results, which were compared to those of the basic neural-network-
based genetic algorithms, the proposed method can produce faster convergent solutions for USV
path planning with competitive performance for total distance and time traveled in both static and
dynamic environments.

Keywords: dynamic environment; path planning; unmanned surface vehicles; modified genetic algorithms

1. Introduction

An unmanned surface vehicle (USV) is a type of waterborne vehicle that operates
on the surface of a body of water with autonomous navigation and self-reliant planning
capability [1]. USVs can be remotely controlled or can operate autonomously, relying on
various sensors, navigation systems, and communication technologies. These vehicles are
widely used for a variety of purposes, ranging from scientific research [2], environmental
monitoring [3], and disaster robotics [4] to maritime security and military applications [5,6].
USVs have played an essential role in oceanographic research, security and surveillance,
defense and military applications, network monitoring cooperating with aerial and ground
vehicles, search and rescue, and autonomous transportation [2]. More USV implementa-
tions are in the pipeline, with an increasing amount of automation research being conducted
on these devices.

Automation plays a crucial role in the development and operation of USVs. There are
various critical aspects of automation in unmanned surface vehicles including navigation
and path planning, obstacle avoidance and detection, remote operation and supervision,
data collection, mission execution, communication and data transmission, energy man-
agement, redundancy, and fail-safe mechanisms. These aspects of automation are crucial
for USVs, especially when operated in dynamic and uncertain environments, such as
open water, rivers, or busy harbors. Handling dynamic obstacles, changing currents, and

Appl. Syst. Innov. 2023, 6, 109. https://doi.org/10.3390/asi6060109 https://www.mdpi.com/journal/asi

https://doi.org/10.3390/asi6060109
https://doi.org/10.3390/asi6060109
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/asi
https://www.mdpi.com
https://orcid.org/0000-0001-8854-1060
https://orcid.org/0000-0003-3420-5306
https://doi.org/10.3390/asi6060109
https://www.mdpi.com/journal/asi
https://www.mdpi.com/article/10.3390/asi6060109?type=check_update&version=1


Appl. Syst. Innov. 2023, 6, 109 2 of 19

unpredictable weather conditions can be challenging. From these many aspects of USV
automation, path planning stands out as a critical technology guaranteeing safe navigation
by creating trajectories that avoid collisions [7].

The subject of this research is a USV that performs a path planning task in a dynamic
environment. We also conducted experiments in a static environment as a comparison.
Figure 1 illustrates the simple USV path planning process in a dynamic environment. USV
dynamic path planning becomes essential because this process can bridge the automation
stage at the previous level that has been achieved (manual control and static environment)
with more advanced research (autonomous navigation and cognitive planning in a complex
environment) [2]. This is what motivated us to research USV path planning in both dynamic
and static environments using the proposed genetic algorithm modification method.
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2. Related Work

Given the wide range of applications for USVs across different domains, numerous
studies have explored path planning using various approaches. In this literature review,
we classify the related algorithms into three types: conventional algorithms, deep reinforce-
ment learning, and evolutionary algorithms. The conventional algorithm is used because
it is relatively simple and produces quite good results. For the conventional or simple
algorithm, some researchers modify A* algorithms. The constrained A* method [8] is an
approach used in optimal path planning for USVs in a maritime environment. Another
A* modification is the smoothed A* algorithm [9], applied with a new path-smoothing
process. The improved D* Lite algorithm [10] was implemented for the path planning of
unmanned surface vessels in an unknown environment, and a greedy algorithm [11] with
an adaptively rotatable distance sensor was developed to equip an autonomous evacuation
boat designed for dynamic flood situations.

Apart from researching modified simple algorithms, researchers also conduct studies
using deep reinforcement learning (RL) and its modifications. In contrast to traditional
algorithms, deep RL-based path planning algorithms offer a novel approach, incorporating
advanced artificial intelligence at a high level [7]. RL demonstrates the capability to acquire
high performance when operating in unfamiliar environments by learning through interac-
tions and experiences gained from training environments, all without prior information or
knowledge [12]. RL research into complete-coverage path planning [13] was conducted
to solve the slow convergence speed problem. Other RL studies on cooperative path
planning [7] aimed to solve compliance with vehicle motion constraints implemented in
computer-based simulations and real-world maritime settings. Then, RL for an intelligent
controller [14] was proposed, involving the utilization of an intelligent adaptive PID con-
troller, which was improved through the integration of proximal policy optimization (PPO).
This enhancement was made with the aim of attaining a high level of automation for USVs.
Then, distributional RL was used in robust USV navigation [12] and learned to capture the
uncertainty of action outcomes. A RL method with ANOA was also implemented for au-
tonomous navigation and obstacle avoidance [15]. While RL has demonstrated promising
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results in USV path planning tasks, it is not without its limitations. RL typically demands
substantial volumes of training data to acquire effective policies, and as the dataset grows,
it necessitates more significant computational resources to process and train effectively [16].

To overcome the shortcomings of the RL approach, nature-based algorithms offer some
advantages. Nature-based algorithms can work with limited data and may not require
extensive training. These algorithms are easier to implement and require fewer computa-
tional resources. In addition, nature-based algorithms can also provide better performance
than conventional approaches because nature algorithms involve the learning and opti-
mization scenario. Some studies have been conducted that use nature-based algorithms
for USV path planning, such as the improved biological-inspired neural network [17],
trajectory-cell-based algorithm [18], bacterial foraging optimization algorithm [19], im-
proved shark-inspired algorithm [20], and plant growth algorithms [21]. Physics-based
algorithms also provide methods like the artificial potential field approach [22]. Among the
numerous nature-based algorithms available, our choice is to adapt the genetic algorithm
(GA). This algorithm is versatile and capable of handling a wide array of optimization
scenarios whether the fitness function exhibits continuity or discontinuity, linearity or
nonlinearity, or stationarity or nonstationary (changing over time), even when influenced
by random noise [23]. The GA also exhibits superior robustness and inherently maintains a
diverse population when compared to those of other evolutionary algorithms [24].

Some GA research tries to modify the population to achieve better performance. An
improved genetic algorithm [25] tried to solve the population prematurity and slow conver-
gence speed problem in USV path planning by managing the number of offspring. Other
research focusing on an improved genetic algorithm [26] was carried out for cooperative
collision avoidance. Through building fitness and iteratively optimizing the adjustment
of velocity and heading, the researchers were able to use the algorithm to safely operate
multiple USVs. Then, the improved genetic algorithm [1] was used to try to solve the
convergence speed problem by maximizing the cumulative detection probability (CDP).
Combining the GA with other algorithms provides better performance. Thus, the genetic
algorithm was combined with the simulated annealing algorithm (improved hybrid GA)
for path planning [27] in order to solve its lack of searching ability and the large amount
of calculation required. Other research combined the GA with the artificial potential field
(APF) algorithm [28] for multi-objective, multi-robot path planning in a continuous envi-
ronment. A modified genetic algorithm [29] for a USV under environmental loads was
proposed by integrating the three objective functions (minimizing travel time, reaching
a target point, and avoiding obstacles). All GA modification research was carried out to
produce better algorithm performance.

In this research, we examine a neuronal GA—a combination of a genetic algorithm
and a neural network—using neural network variable values as input to the genetic
operator of the GA. The modification is carried out by implementing a partially exponential-
based fitness function to produce a faster convergent solution (details of the proposed
methodology are presented in Section 4). The proposed method aims to solve the same
convergence problem as does other GA research, as well as other unresolved problems in
the GA in the form of implementation in a dynamic environment.

3. Problem Formulation and Contribution

Unmanned surface vehicle (USV) path planning refers to the procedure of establishing
the most advantageous or efficient course for an autonomous surface vehicle to traverse a
water body, which could be a lake, river, or ocean. This process aims to guide a USV from
its current position to a predetermined destination. The central objective of path planning
is to facilitate the USV’s successful arrival at its target by steering clear of obstacles, accom-
modating dynamic environmental changes, and adhering to specific constraints. When the
USV is in the environment, its task is to analyze the environment and determine where it is
moving to and at what acceleration. Figure 2 shows the types of forces acting on the USV
and the determination of movement decisions based on environmental detection [11].
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Figure 2. Types of forces acting on the USV (a) and the determination of movement decisions based
on environmental detection (b).

In this research, the target or goal of a USV (or an evolutionary algorithm, hereinafter
referred to as an agent) is to achieve the expected fitness value. The fitness value can
be achieved if the agent can move across a predetermined route and avoid obstacles or
boundary walls. To carry out these tasks, the agent performs two maneuvers: moving
straight and turning (right or left). Figure 3 shows a simple map of the experimental
environment and the expected path (the black dotted line). The experiment is initiated from
the bottom-left corner, as opposed to other starting locations. This choice is made because,
from this starting point, the agent encounters an equal number of right and left turns in the
first four movements. Starting from a different point with an uneven distribution of turns
would make it easier for the agent to detect a specific turn, but it would lead to failure
when the agent must navigate in a different direction.
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The best and most concise path does not collide with obstacles or boundaries and has
a convergent path (i.e., it can be reused for the next iteration or round). We consider it
to be used in the next round or iteration because in the case of a dynamic environment,
the USV may not necessarily use the same path in the next round. These different paths
are the result of adapting the USV to dynamic environments such as water surface waves.
For the USV to generate the optimal path, it is essential to start from the initial position
on x0 , y0, and z0, and then transition to the trajectory using two maneuvers involving
forward motion with an acceleration value represented as α, and a turning action (either to
the right or left) with an angle value denoted as θ. These two maneuvers are produced by
the neural network using the weight and bias parameters. The optimal weight and bias
values obtained from the network play a pivotal role in determining the most effective
maneuver for the USV. These values are instrumental in evaluating the USV’s acceleration
and the angle at which it turns during its movement. We optimize the weight and bias
parameters using modified genetic algorithms.

Through this research, we contribute to implementing the neuronal genetic algorithm
(combining neural network parameters—weights and biases—as the input for the GA).
For GA modification, we introduce a partially exponential-based fitness function to the
neuronal genetic algorithm. We also add an inverse time variable to the fitness function.
These two modifications aim to produce faster convergence. We implement the proposed
methodology for both static and dynamic environments.

4. Method
4.1. Experimental Setup

Our experiments take place within the mapped environment displayed in Figure 3.
We customized this environment using insights from prior research [11]. We implemented
a dynamic water environment capable of being adjusted to accommodate various wave
conditions, encompassing parameters such as height, speed, and scale. The dynamic water
environment is described as a floating surface containing multiple waves, and its attributes
are established based on Equation (1):

yx,z = Acos
(

ωt +
( xt, zt

K
2π
))

, (1)

where yx,z denotes the magnitude of the height value for each point in a Cartesian co-
ordinate system, A is the amplitude or maximum of height, and ω is the wave speed
value. Additionally, t is the time, xt and zt are the x and z positions, and K is the wave
unit. This formula enables the agent to remain buoyant on the water surface. To create a
dynamic environment, we input specific values into the equation, allowing us to configure
the environment to have varying wave effects. Conversely, we rendered the environment
static by inputting a value of 0 for ‘A,’ thereby eliminating the influence of waves. The
experiments in this study used the input values vx 2, vy 3, scale x 4, scale y 6, and height 1.2.
Using a larger value makes the dynamic environment more challenging to solve.

4.2. Proposed Methodology

In this research, we combine basic neural network algorithm methods and genetic
algorithms. The neural network is the basis for generating USV motion parameter values,
acceleration, and turning angle. The input for the network is the value obtained from the
number of n sensors. The sensor used in this research platform is a ray cast. This sensor’s
real-world implementation is the same as that of a ray sensor that detects distance values
(radar or lidar). Figure 4 shows the configuration of the sensor embedded in the agent.
The three-sensor configuration has direction angles of 45◦, 0◦, and −45◦. The five-sensor
configuration has direction angles of 45◦, 22.5◦, 0◦, −22.5◦, and −45◦. The seven-sensor
configuration has direction angles of 67.5◦, 45◦, 22.5◦, 0◦, −22.5◦, −45◦, and −67.5◦. The
angle 0◦ is in the same direction as the USV’s rectilinear motion direction.
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Figure 4. Ray cast sensor configuration on the USV (agent) implemented in a 3D simulation environ-
ment: (a) three sensors, (b) five sensors, and (c) seven sensors.

A neural network consists of three main layers, including the input layer, hidden layer
(single or multiple), and output layer [1]. The inputs from the sensor embedded in USVs
are fed to the network with n neurons and m number of layers. During the learning process,
the network is optimized based on the parameter of weights and biases. The initial values
for weight and bias are randomly generated. In this configuration, the activation function
for acceleration is sigmoid, while the steering angle uses the TanH function. The output
values range from 0 to 1 for acceleration and from −1 to 1 for the steering angle. Figure 5
provides a visual representation of the neural network utilized in this study.
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Figure 5. Fundamental framework for neural network with n input (from the distance-based ray cast
sensor) and two outputs (acceleration, α [0,1], and the steering angle, θ [−1,1]).

In each individual process, the neural network generates a weight value represented as
w and a bias value represented as b. The agent, such as an unmanned surface vehicle (USV),
associated with a particular neural network model constitutes an individual genome within
the population of the genetic input algorithm. In a broader view, the genetic algorithm
process is illustrated in Figure 6 [27].
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a. Generate Initial Population

As shown in Figure 6, the genetic algorithm begins with the process of generating an
initial population. In this context, “population” refers to neural networks characterized by
random weight and bias parameters. Each genome, representing either an agent or a USV,
is depicted using its dedicated neural network model. Each model will be expected as our
solution for the path planning task. In our experiment, we continued to create the initial
population until we reached the maximum number of genomes within a single generation,
which was set at 40 agents. Once this maximum value was reached for a generation, we
either reset the process to the current genome or assigned the first genome from the existing
population to the new generation’s USV.

The main novelty in this research is related to the fitness function modification. To
assess the performance of the pathfinding model generated by the network, we employed
a fitness function. A higher fitness value for a generated path or solution indicates a more
accurate representation of the path, while a lower fitness value suggests the opposite [30].
The fitness function is related to the variables of speed, distance, and sensors. The common
fitness function for a USV with three input sensors follows Equation (2):

Fitness = (v×mv) +
(

DT ×mDT

)
+

(
asens + bsens + csens

3
×ms

)
, (2)

where (v) = DT/(∑ t) denotes the average speed; mv is the average speed multiplier; DT
denotes the total distance traveled; mDT is the distance multiplier; asens, bsens, and csens are
the values of sensor a, sensor b, and sensor c; and ms is the sensor multiplier.

If the combination of these three variables shows different values, then the difference
will be very small if it is in linear space (illustrated in Figure 7). If we apply the fitness
function in exponential space, the slightly different output fitness values will be more
visible because there is the influence of the power values p, q, and r. We also add an inverse
of the time parameter so that agents that move in a short time obtain a greater fitness value.
Therefore, the form of the proposed fitness function formulation will be as in Equation (3):

Modi f ied Fitness =
[
(v×mv)

p +
(

DT ×mDT

)q
+

(
∑n

i=1 Sensori

n
×ms

)r]
× 1

(T ×mT)
, (3)

where n denotes the number of sensor inputs, T is the execution time, and mT is the time
multiplier with a constant number. This proposed fitness function modification is expected
to produce a GA that can reach a convergent solution more quickly with a shorter USV
travel time.
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b. Repopulation (Generate New Population)

As explained in the GA flowchart in Figure 6, if one of the networks in the initial
population produces a solution that converges or fits the end function, then the learning
process will stop. However, very rarely does the initial population produce convergent
solutions. If this happens, then the next process is repopulation or generating a new
population. The randomly generated population is evaluated or optimized with genetic
operators including selection, crossover, and mutation. Following the application of these
three operators, the updated population is assessed to determine whether or not the system
has generated a convergent solution. If a convergent solution has not yet been achieved,
the population will undergo further processing using the genetic operator to produce a
convergent solution.

1. Selection

The selection operator operates by choosing individual agents from the population,
and this selection can be random or based on their fitness values [28]. In this stage,
we organize and rank the population according to their modified fitness values using
Equation (2). The top-performing individuals are chosen as parents to undergo further
processing with the next genetic operator. In this study, we identify the best ten agents and
the worst four agents for this purpose. Figure 8 illustrates the selection process of a USV as
an agent based on the fitness value.
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2. Crossover

In the crossover operator, a higher probability denoted as pc is implemented compared
to that of other genetic operators. This operator involves exchanging one array or segment
of one chromosome with the corresponding segment from another chromosome, and this
exchange occurs at a random location. The main purpose of this operator is to facilitate
the merging or combination of convergent characteristics in a subspace and to generate
expected solutions [23]. In the context of the USVs, this operator combines all of the network
arrays and swaps the entire set of weights and biases between two parent chromosomes to
create two offspring chromosomes. This step can be referred to as an exploration process
within genetic algorithms [31]. Figure 9 shows how the USV performs the crossover process.
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3. Mutation

The mutation operator operates by randomly flipping selected bits, and the mutation
probability, pm, is typically set to be smaller than that of other operators. This operator
serves to enrich the diversity within the population [29] and offers a means to break free
from local optima [23]. In the context of the USVs, this operator introduces randomization
by altering both the row and column of the weight matrix. It then adjusts the values by
adding a random rank value ranging from −1 to 1. This step can be thought of as an
exploitation task within the genetic algorithm. Figure 10 shows the mutation process of
the USV.
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c. End function

The “end” function serves to conclude the iteration process or initiate a new iteration
when the USV encounters difficulties in executing the pathfinding task. Specifically, we
halt and restart the learning process under the following conditions:

1. If the USV collides with obstacles or barriers in the environment;
2. When the agent produces a suboptimal or too-weak solution (determined by both the

achieved fitness value and the time iteration);
3. If the USV submerges below the water’s surface.

Ultimately, the process concludes when the USV successfully reaches the target, com-
pleting more than one full round without colliding with any obstacles.

4.3. Performance Evaluation

In this study, we use three parameters to evaluate the performance of the proposed
method (the modified neuronal GA) compared to that of the baseline method (the neural
network-based GA). These three parameters include convergence speed, travel distance,
and travel time. The speed of convergence is determined according to the total number of
genomes required by the model to be able to produce. The fewer total genomes needed,
the faster a model will produce a convergent solution or path (the USV does not hit an
obstacle). In our research, we used 40 genomes for one generation, so the total number of
genomes follows Equation (4):

Total Genome = 40 ∗∑ generation + ∑ current genome. (4)

The distance evaluation parameter is determined by the total distance traveled by the
USV to make one full rotation on the track (from one point back to the starting point). The
total displacement path is described as follows (Equation (5)) [11]:

D = ∑n−1
i=0

√
(xi+1 − xi)

2 + (yi+1 − yi)
2 + (zi+1 − zi)

2, (5)

where xi, yi, and zi denote the X, Y, and Z coordinate axis values of node i. For the travel
time parameter, this is determined based on the time required for the USV to complete
one full circle from one place back to the same place. Travel time values are obtained from
the simulator platform that we use.

To measure the significance of the performance of the proposed algorithm compared
with that of the baseline method, we used the t-test. This test is commonly employed
when we have two sets of data and want to assess whether or not any observed differences
between them are statistically significant. Therefore, the t statistic for a paired t-test
is as follows [32]:

t =
X1 − X2

sd/
√

n
, (6)

where X1 − X2 denotes the mean of the differences between paired observations, sd is
the standard deviation of the differences, and n is the number of pairs (or the sample
size). This t Stat value will be compared with the t Critical value to determine whether the
performance of the proposed method produces a significant increase or not. If t Stat > t
Critical, or p-Value < alpha, then we can conclude that the increase in the performance of
the proposed method is significant, and vice versa.

5. Results and Analysis

We tested our proposed methodology using a three-dimensional simulator platform.
This simulation was useful to determine the performance of the proposed method before
being applied directly in the real world. We used 40 genomes for one generation, and
we selected the ten best agents and four worst agents. The term genome represents the
agent or USV unit that is generated to produce a solution. We conducted the experiment in
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two different environments: static and dynamic. For the experiments in each environment,
we varied the number of sensor inputs and the mutation rate value. We used three different
types of sensors input according to the configuration in Figure 4. Variations in the mutation
rate values started from 0.025, 0.055, 0.105, 0.155, and 0.205 to 0.225. We conducted
experiments with these variations using a baseline method (the neural network-based
genetic algorithm or NNGA) and compared it to our proposed methodology (the modified
neuronal GA).

5.1. Sample Experiment

Based on the experimental results, we successfully simulated a USV in static and
dynamic environments using both the baseline method and the proposed method.
Figures 11 and 12 show examples of the experimental results in the static and dynamic
environments for the baseline method and the proposed method, respectively.
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Figure 11 shows how paths in a static environment are formed. The experimental
image was produced using a USV with three sensor inputs and a mutation rate value of
0.025. The experimental results show how the proposed method can produce paths that
converge faster than those of the baseline method. The proposed method only requires a
total of 120 genomes to be able to converge, but the baseline method requires a total of up
to 369 genomes. Although, for one full round, the proposed method produces a longer
path, the proposed method produces a faster travel time with 41.60-time units (around
two times faster) compared to that of the baseline method, which is 80.82-time units.

Figure 12 shows the results of path planning in a dynamic environment. The exper-
imental image was produced using a USV with five sensor inputs and a mutation rate
value of 0.255. These experiments show how the proposed method can produce paths
that converge more quickly with 162 genomes (around 3.2 times faster) when compared
to those of the baseline method with 522 total genomes. In this figure, it can also be seen
that for experiments conducted in a dynamic environment, it is possible for a USV to create
or generate different paths between the first round and the next round. For the baseline
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method, the USV produces different paths when turning to the left and right twice in a row
(in the area to the left of the center). However, the experimental results with the proposed
method produce a significantly different path with every right turn. This does not happen
in a static environment (where there is no water wave factor), where the path is almost the
same for the first and subsequent rounds.
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5.2. Overall Analysis

Table 1 shows a summary of the experimental results from a static environment for the
baseline and proposed methods. Table 2 shows the result for the dynamic environment. The
total genome, distance traveled, and time traveled are average values for all experiments
with varying mutation rate values. Distance is expressed in distance units and time is
expressed in time units in the simulator. Detailed experimental results for each mutation
rate, total generation, and current genome value are provided in Appendix A.

Table 1. Summary of experimental results from a static environment for the baseline and
proposed methods.

Input
Number

Baseline (NNGA) Proposed (Modified Neuronal GA)

Total
Genome Distance Time Total

Genome Distance Time

3 Input 354.83 259.68 64.29 239.33 262.77 54.11
5 Input 301.67 255.98 46.68 291.83 257.53 50.86
7 Input 307.50 271.50 55.79 187.50 266.74 69.27
Mean 321.33 262.39 55.58 239.56 262.35 58.08

From Table 1, we can see that, in general, the proposed method can produce convergent
solutions more quickly (requiring fewer total genomes) than the baseline method can. These
positive results were achieved for experiments with three, five, and seven inputs. The
USV with seven sensor inputs shows the most significant difference (1.64 times faster). For
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the travel distance parameters, overall, the proposed method is slightly better (produces
shorter paths) compared to those of the baseline method. Because seven sensor inputs have
a significant increase compared to three and five inputs, the average travel distance is better
using the proposed method. The detailed results in the table in Appendix A also show that
the proposed method is superior for travel distance in many experiments. Nevertheless,
for travel time parameters, the proposed method does not show better results. Only at
input sensor three does the proposed method show a faster travel time. However, the
decline in performance was declared not significant, as proven by the significance test
in Section 5.3. Therefore, we can indicate that in this static case, the proposed method
can still compete because it is superior in terms of travel distance parameters. Moreover,
this study has limitations for not considering other USV performance parameters such as
stability and smoothness. USVs with advantages in the distance aspect are suitable for
implementing victim evacuation schemes, such as those in flood disasters, accidents at sea,
and many more.

Table 2. Summary of experimental results from a dynamic environment for the baseline and
proposed methods.

Input
Number

Baseline (NNGA) Proposed (Modified Neuronal GA)

Total
Genome Distance Time Total

Genome Distance Time

3 Input 416.00 260.86 59.82 358.67 264.84 47.58
5 Input 558.50 258.28 53.06 440.67 263.36 42.36
7 Input 765.00 268.30 58.61 459.67 271.46 45.86
Mean 579.83 262.48 57.16 419.67 266.55 45.27

When compared with experiments conducted in a static environment, those conducted
with the proposed method show better performance in a dynamic environment. For all
input number sensor values, the proposed method can produce a convergent solution
around 1.38 times faster (and requires less total genome) compared to that with the baseline
method. Moreover, for all input number values, the proposed method is also around
1.26 times faster in terms of travel time compared to that under the baseline method.
However, for all input numbers, the proposed method produces a longer travel distance.
This longer distance is covered more quickly, indicating that in the proposed method, the
USV moves with a higher acceleration value compared to that under the baseline method.
Therefore, the proposed method produces faster solutions than does the baseline method.

5.3. Significance Test

In this study, we used the t-test to test the significance of the results of the experiment.
We used a paired-samples t-test by assuming equal variances. Each pair of data points
(result comparison between the baseline and proposed method in Appendix A) is treated
as a single observation, and the degrees of freedom are calculated based on the number of
pairs. Therefore, the degrees of freedom (d f ) = (n – 1) = (18 – 1) = 17. t Critical is obtained
using Equation (6). This equation was used to calculate the value of t Critical, t Statistics,
and p-Value for the data point. In this t-test, we used the alpha or significance level (α) of
0.05. The Critical t value, t Statistics, and p-Value for the experimental results in a static
environment are presented in Table 3 below.

Table 3. t Critical, t Statistics, and p-Value for experimental results in a static environment.

Result Comparison of Baseline and Proposed Method t Critical t Stat p-Value

Total genome (convergence speed) 1.69 1.74 0.045
Travel distance 1.69 0.015 0.493
Travel time 1.69 −0.410 0.342
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Table 3 shows that the total genome (convergence speed) in a static environment
produces a t Critical value of 1.69, a t Stat value of 1.74, and a p-Value of 0.045. Because
t Stat > t Critical, and p-Value < alpha, we can conclude that the increase in convergence
speed in static environment experiments with the proposed method is significant. From
this table, even though the overall distance traveled under the proposed method is slightly
better than that under the baseline method, the increase cannot be said to be significant.
This is because, for travel distance, t Statistics < t Critical, and p-Value > alpha. Then, as
seen in Table 1, the proposed method cannot produce better performance for the travel
time parameter, although based on Table 3, the decrease in performance is not significant
because t Statistics < t Critical, and p-Value > alpha, so the performance of the proposed
method can still compete with the performance of the baseline method for this parameter.

Table 4 shows the t Critical, t Statistics, and p-Value for the experimental results in
a static environment. Table 4 shows a t Critical value of 1.69, a t Stat value of 1.71, and a
p-Value of 0.049. Because t Stat > t Critical, or p-Value < alpha, we can conclude that the
increase in the convergence speed in dynamic environment experiments with the proposed
method is significant. Then, for the travel time parameter, we obtain a t Critical value of
1.69, t Stat value of 2.14, and p-Value of 0.019. Because t Stat > t Critical, or p-Value < alpha,
we can conclude that the increase in the USV travel speed for one rotation in the dynamic
environment experiment using the proposed method is significant. For the travel distance
parameter, although the proposed method does not produce better performance, based
on Table 4, we know that the decrease is not significant. This is because even though
p-Value < alpha, t Stat < t Critical.

Table 4. t Critical, t Statistics, and p-Value for experimental results in a dynamic environment.

Result Comparison of Baseline and Proposed Method t Critical t Stat p-Value

Total genome (convergence speed) 1.69 1.71 0.049
Travel distance 1.69 −1.95 0.029
Travel time 1.69 2.14 0.019

Based on the experimental results, the proposed method produces better performance
for convergence speed in both static and dynamic environments. This performance increase
is significant based on the statistical tests. For the travel distance parameter, the proposed
method is superior in static environments, but not in dynamic environments. However, for
both environments, the increase and decrease in the performance of the proposed method
is not significant based on statistical tests. For the travel time parameter, the proposed
method does not produce better performance for static environments, but it manages to
show significantly better performance in dynamic environments (also proven via statistical
tests). Based on the experimental results, compared to that on under the baseline method,
the proposed method can produce a faster convergent solution for USV path planning with
competitive performance for total distance and time traveled in both static and dynamic
environments. This is because we applied a partially exponential fitness function, as
explained in the Section 4.2. This proves that if we apply the fitness function in exponential
space, the slightly different output fitness values will be more visible because there is
the influence of the power values p, q, and r. In addition to this, an inverse of the time
parameter allows the agent to move in a shorter time to obtain a greater fitness value. Thus,
this form of modification can be applied in other genetic algorithm research to produce
higher convergence speeds.

6. Conclusions

This research was conducted to solve unmanned surface vehicle (USV) dynamic
environmental problems as well as convergence problems in evolutionary algorithms. This
research proposes a neuronal genetic algorithm that utilizes neural network inputs for
processing with a genetic operator. The modifications in this research were carried out by
applying a partially exponential-based fitness function to the neuronal genetic algorithm.
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We also implemented an inverse time variable to the fitness function. Both modifications
aim to produce faster convergence. Based on the experimental results and compared to
basic neural-network-based genetic algorithms, the proposed method can produce faster
convergent solutions and requires a smaller total genome. This improvement was declared
significant using statistical test methods. Then, for the travel distance parameter, the
proposed method provides better performance in static environments. For travel time, the
proposed method provides significantly better performance in dynamic environments. This
proves that, in exponential space, slightly different output fitness values will be more visible
because there is the influence of power values. In addition, an inverse of the time parameter
allows the USV to move in a shorter time to obtain a greater fitness value. Therefore, this
form of modification can be applied in other genetic algorithm research to produce better
convergence speeds.

There are many kinds of improvements that can be implemented in the future. The
challenge associated with travel distance may be resolved by considering the radius value
between the center of the map and the position of the USV when moving, although this is
not necessarily relevant to real-world cases. Other research on unaddressed USV problems,
such as autonomous navigation and cognitive planning in a complex environment, can be
carried out using other GA modifications.
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Appendix A

This appendix displays detailed results for all experiments carried out in static and
dynamic environments, using the baseline and proposed methods. The experimental
results displayed are detailed based on each mutation rate value, the summary or average
of which is shown in the Section 5.

Table A1. Detailed results from static environment experiment using baseline method (NNGA).

Input Number Mutation Rate Generation Genome Total Genome Distance Time

3 inputs

0.025 9 36 396 255.17 80.82

0.055 7 5 285 263.95 50.09

0.105 10 4 404 256.08 39.24

0.155 4 1 161 260.21 82.62

0.205 12 29 509 265.74 49.63

0.255 9 14 374 256.92 83.34

Average 354.83 259.68 64.29

https://github.com/nurhamid26/ModifiedNeuronalGA
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Table A1. Cont.

Input Number Mutation Rate Generation Genome Total Genome Distance Time

5 inputs

0.025 3 6 126 253.98 81.64

0.055 16 0 640 255.72 41.22

0.105 11 0 440 255.29 31.30

0.155 4 2 162 261.14 31.91

0.205 4 2 162 255.64 53.60

0.255 7 0 280 254.09 40.38

Average 301.67 255.98 46.68

7 inputs

0.025 3 1 121 278.39 35.50

0.055 11 2 442 268.97 85.07

0.105 7 2 282 259.50 43.01

0.155 9 0 360 272.56 34.60

0.205 4 0 160 270.07 61.81

0.255 12 0 480 279.52 74.74

Average 307.50 271.50 55.79

Table A2. Detailed results from static environment experiment using proposed method (modified
neuronal GA).

Input Number Mutation Rate Generation Genome Total Genome Distance Time

3 inputs

0.025 3 0 120 263.11 41.60

0.055 5 25 225 262.46 53.25

0.105 6 0 240 259.23 54.12

0.155 5 2 202 259.90 82.82

0.205 5 7 207 268.57 33.03

0.255 11 2 442 263.36 59.85

Average 239.33 262.77 54.11

5 inputs

0.025 4 3 163 255.79 70.86

0.055 13 24 544 256.00 47.68

0.105 9 0 360 266.94 32.38

0.155 2 1 81 258.46 64.35

0.205 7 2 282 254.00 54.00

0.255 8 1 321 254.00 35.91

Average 291.83 257.53 50.86

7 inputs

0.025 3 1 121 262.41 70.95

0.055 5 27 227 262.43 71.06

0.105 1 0 40 269.13 75.92

0.155 5 19 219 271.37 49.21

0.205 3 32 152 268.11 70.25

0.255 9 6 366 267.00 78.23

Average 187.50 266.74 69.27
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Table A3. Detailed results from dynamic environment experiment using baseline method (NNGA).

Input Number Mutation Rate Generation Genome Total Genome Distance Time

3 inputs

0.025 13 37 557 267.42 80.52

0.055 11 5 445 255.96 44.06

0.105 18 2 722 256.62 66.25

0.155 5 0 200 266.07 35.67

0.205 9 8 368 258.20 55.44

0.255 5 4 204 260.91 77.00

Average 416.00 260.86 59.82

5 inputs

0.025 15 6 606 261.62 38.18

0.055 19 0 760 256.11 73.35

0.105 6 0 240 263.27 60.87

0.155 17 19 699 255.57 81.94

0.205 13 4 524 254.34 30.76

0.255 13 2 522 258.79 33.27

Average 558.50 258.28 53.06

7 inputs

0.025 17 36 716 270.44 78.50

0.055 1 32 72 271.06 48.56

0.105 24 1 961 269.28 43.37

0.155 26 1 1041 268.33 64.45

0.205 24 0 960 269.12 76.15

0.255 21 0 840 261.55 40.60

Average 765.00 268.30 58.61

Table A4. Detailed results from dynamic environment experiment using proposed method (modified
neuronal GA).

Input Number Mutation Rate Generation Genome Total Genome Distance Time

3 inputs

0.025 11 29 469 268.65 34.80

0.055 4 1 161 260.77 41.11

0.105 2 16 96 262.57 35.16

0.155 4 3 163 254.76 40.28

0.205 17 32 712 273.19 87.53

0.255 13 31 551 269.12 46.58

Average 358.67 264.84 47.58

5 inputs

0.025 4 16 176 263.50 56.00

0.055 15 2 602 261.65 36.50

0.105 2 18 98 257.56 63.49

0.155 26 2 1042 275.83 32.56

0.205 14 4 564 255.98 30.98

0.255 4 2 162 265.65 34.60

Average 440.67 263.36 42.36
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Table A4. Cont.

Input Number Mutation Rate Generation Genome Total Genome Distance Time

7 inputs

0.025 6 0 240 272.13 64.22

0.055 16 14 654 273.00 48.98

0.105 12 15 495 273.45 32.91

0.155 5 9 209 267.76 39.68

0.205 5 0 200 275.31 34.29

0.255 24 0 960 267.10 55.10

Average 459.67 271.46 45.86
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