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Abstract

:

This paper presents multiple novel findings from a comprehensive analysis of a dataset comprising 1,244,051 Tweets about Long COVID, posted on Twitter between 25 May 2020 and 31 January 2023. First, the analysis shows that the average number of Tweets per month wherein individuals self-reported Long COVID on Twitter was considerably high in 2022 as compared to the average number of Tweets per month in 2021. Second, findings from sentiment analysis using VADER show that the percentages of Tweets with positive, negative, and neutral sentiments were 43.1%, 42.7%, and 14.2%, respectively. To add to this, most of the Tweets with a positive sentiment, as well as most of the Tweets with a negative sentiment, were not highly polarized. Third, the result of tokenization indicates that the tweeting patterns (in terms of the number of tokens used) were similar for the positive and negative Tweets. Analysis of these results also shows that there was no direct relationship between the number of tokens used and the intensity of the sentiment expressed in these Tweets. Finally, a granular analysis of the sentiments showed that the emotion of sadness was expressed in most of these Tweets. It was followed by the emotions of fear, neutral, surprise, anger, joy, and disgust, respectively.
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1. Introduction


The pandemic of coronavirus disease 2019 (COVID-19) posed an immense menace to public health on a global scale. COVID-19 stems from the infection caused by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), which was initially uncovered and identified in individuals who had been exposed at a seafood market in Wuhan City, situated in the Hubei Province of China in December 2019 [1]. Analogous to the discoveries linked to SARS-CoV and Middle East respiratory syndrome coronavirus (MERS-CoV), it is believed that SARS-CoV-2 has the capacity to leap across species barriers, thus instigating primary infections in humans; currently, its primary mode of transmission predominantly occurs through human-to-human contact and respiratory droplets. Although the mortality rate attributed to COVID-19 is lower when juxtaposed with the rates observed for SARS and MERS, the resultant pandemic linked to COVID-19 has been markedly more severe and devastating [2,3,4]. As of September 21, 2023, there have been a total of 770,778,396 cases and 6,958,499 deaths due to COVID-19 [5], and many people all over the world are suffering from Long COVID.



1.1. Overview of the SARS-CoV-2 Virus and Its Effect on Humans


The SARS-CoV-2 virus particles measure between 60 and 140 nanometers in diameter and boast a positive-sense, single-stranded RNA genome spanning a length of 29,891 base pairs [6]. Upon scrutinizing the genome sequences, it became evident to researchers in this field that SARS-CoV-2 shares a striking 79.5% sequence resemblance with its predecessor, SARS-CoV. Moreover, it exhibits an astonishing 93.1% identity when compared to the genetic makeup of the RaTG12 virus, which was originally isolated from a bat species known as Rhinolophus affinis, dwelling in China’s Yunnan Province [7,8]. An exhaustive investigation into the SARS-CoV-2 genome, alongside its predecessor SARS-CoV, revealed the presence of nearly thirty open reading frames (ORFs) and two unique insertions [9]. Upon scrutinizing the genomes of SARS-CoV and bat coronaviruses, it became apparent to researchers in this field that certain regions, such as ORF6, ORF8, and the S gene, exhibit relatively low levels of sequence similarity across coronaviruses as a whole [10,11]. Prior works in this field have determined that the interaction between the SARS-CoV-2 S protein and its cell surface receptor, angiotensin-converting enzyme 2 (ACE2), sets in motion the process of viral entry into type II pneumocytes located within the human lung. This vital interaction marks the commencement of the virus’s infiltration into the respiratory system. Consequently, the S protein assumes a pivotal and indispensable role in not only the initial transmission but also the persistent and continual infection caused by SARS-CoV-2. In essence, the S protein stands as a linchpin, orchestrating the virus’s ability to penetrate the human body and perpetuate its presence [12].



Although the infection of different organs has been reported in different cases, the SARS-CoV-2 virus usually affects the respiratory systems in patients. Initial research on infections from the SARS-CoV-2 virus in Wuhan, China, has shed light on a variety of symptoms, such as fever, dry cough, difficulty breathing, headache, dizziness, exhaustion, nausea, and diarrhea, that a patient experiences in the first few days of the infection. It is crucial to note that not everyone experiences the same symptoms and that both the extent and severity of these symptoms may vary greatly from individual to individual [13]. After a virus undergoes genetic modifications, it is referred to as having experienced mutations. Because of these genetic alterations, various genetic forms of a virus evolve, which are known as variants. Strains are variants that exhibit differences in their visible traits [14]. The genetic sequences of SARS-CoV-2 were made available to people worldwide on January 10, 2020, by GISAID. Since then, GISAID has made more than 5 million genetic sequences of SARS-CoV-2, obtained from 194 nations and territories, accessible to researchers from different disciplines via their database [15,16].




1.2. Concept of “Long COVID”


The phrase “Long COVID” first appeared on social media to characterize the symptoms that persisted after the initial SARS-CoV-2 infection [17,18]. Regardless of one’s viral state, “Long COVID” is used as a broad name for a variety of symptoms that last for a long time after contracting the SARS-CoV-2 virus. The term “post-COVID syndrome” is also often used to describe Long COVID [19]. These symptoms may present in a variety of ways, reoccurring often or seldom [20]. These symptoms might include the recurrence of one or more acute COVID symptoms or the appearance of completely distinct symptoms. It is noteworthy that a considerable number of people with post-COVID syndrome test negative for PCR, showing microbiological recuperation. Post-COVID syndrome, put simply, is the interval of time between microbial recuperation and clinical recuperation [20,21]. Patients with Long COVID often exhibit biochemical and radiological improvements. Depending on how long these symptoms last, Long COVID may be divided into two categories: “post-acute COVID”, where symptoms last between 3 weeks and 12 weeks, and “chronic COVID”, where symptoms last for longer than 12 weeks. Therefore, in a SARS-CoV-2-infected individual, the persistence of one or more symptoms, whether constantly or sporadically, whether they are distinct from or evoke one of acute COVID symptoms past the intended time frame of clinical recuperation is referred to as Long COVID [20,21,22].



A study conducted in Italy revealed that a significant proportion, specifically 87%, of individuals who had recuperated and were discharged from hospitals exhibited the persistence of at least one lingering symptom even after a span of 60 days [23]. Within this group, it was observed that 32% endured one or two lingering symptoms, while a substantial 55% reported the presence of three or more. Notably, these lingering symptoms did not include fever or signs indicative of acute illness. Instead, the most commonly reported issues included fatigue (53.1%), a decline in overall quality of life (44.1%), difficulty breathing (43.4%), joint pain (27.3%), and chest discomfort (21.7%). Additionally, individuals mentioned experiencing symptoms like cough, skin rashes, palpitations, headaches, diarrhea, and a sensation akin to “pins and needles”. These persistent symptoms significantly hindered the ability of these individuals to perform activities of daily living (ADLs) [24]. Being able to perform ADLs on a routine basis is a crucial component of independent living and also impacts one’s quality of life [25,26]. So, the persistence of such symptoms had a significant impact on the elderly population worldwide, who, in addition to being the diversity group that was most affected by COVID-19, were also among the diversity groups that were most affected by Long COVID [27]. Moreover, the elderly population, as well as patients from other age groups grappling with these enduring symptoms, also reported mental health challenges, including anxiety, depression, and post-traumatic stress disorder. Another study noted that individuals who had been discharged from the hospital after battling COVID-19 continued to struggle with breathlessness and overwhelming fatigue even three months post-discharge [28]. Notably, the prevalence of these residual symptoms varies depending on the context of treatment. Approximately 35% of individuals treated for COVID-19 on an outpatient basis reported lingering symptoms, while the percentage significantly rose to around 87% among cohorts of hospitalized patients [23,29]. According to several recent studies, the frequently observed symptoms of Long COVID include fatigue, headaches, attention-related issues, hair loss, and difficulty breathing [30,31,32,33].



Recent research works in this field have indicated that rehabilitation could be effective in addressing certain instances of Long COVID. In the realm of rehabilitation, patients are advised to engage in gentle aerobic exercises adjusted to their personal capabilities. The intensity of these exercises is gradually heightened within manageable limits, typically over a span of four to six weeks. Rehabilitation also encompasses respiratory exercises designed to regulate slow, deep breaths, with the primary aim of bolstering the efficiency of respiratory muscles, particularly the muscles of the diaphragm. Additionally, supplementary behavioral adjustments and psychological support may contribute to enhancing the well-being and mental health of individuals experiencing Long COVID [34,35,36,37]. To date, only one randomized–controlled trial (RCT) involving 72 elderly COVID-19 survivors has illustrated that a six-week rehabilitation program resulted in improved breathing, ability to perform exercises, and reduced anxiety [38]. Currently, no pharmaceutical medication has demonstrated the ability to alleviate or mitigate the symptoms associated with Long COVID in an RCT or similar. However, works in this area have reported that paracetamol and non-steroidal anti-inflammatory drugs (NSAIDs) can be utilized to manage specific symptoms of Long COVID, such as fever [21,31]. In particular, mounting evidence indicates that Long COVID bears resemblances to ME/CFS and POTS. Numerous instances of POTS diagnoses following SARS-CoV-2 infection have been reported [39,40,41,42,43]. In a survey involving 1146 individuals with symptoms of Long COVID, 13.5% and 10.3% of them received diagnoses of POTS and ME/CFS, respectively [44].




1.3. Relevance of Mining and Analysis of Social Media Data during Virus Outbreaks


Throughout the annals of history, humanity has grappled with numerous outbreaks of infectious diseases, each inflicting a toll on lives and global economies. Within this context, social media platforms have emerged as invaluable sources of information, capable of offering deep insights into the characteristics and status of such outbreaks. Leveraging the power of text mining, health-related data can be gleaned from platforms like Twitter [45,46,47]. The comprehensive information contained within Twitter data grants researchers access to different forms of web behavior on the internet [48,49] and user-generated content [50,51], facilitating early response strategies and informed decision-making. The realm of social media mining assumes a pivotal role in monitoring diseases and gauging public awareness of health concerns, thereby enabling proactive disease forecasting [52]. It is worth emphasizing that text analyses of Twitter data have become a focal point in the realm of medical informatics research [53].



The utilization of social media data to conduct syndromic surveillance, with a keen focus on public health-related matters through web-based content, holds paramount importance [54,55]. A significant rationale underpinning this approach is the realization that during an outbreak, social media platforms serve as vital conduits for real-time public sentiment, offering a window into the prevailing concerns and anxieties through user comments and outreach. Of these social media platforms, Twitter stands out as a prominent communication channel during disease outbreaks [56]. Its vast pool of information not only serves to heighten public awareness but also acts as a beacon, illuminating the locations and contexts of outbreaks. This wealth of real-time data from Twitter proves invaluable in shedding light on the multifaceted aspects of a wide range of topics and matters of interest to the scientific community from different disciplines, such as infectious disease outbreaks [57,58,59,60,61], cryptocurrency and stock markets [62,63], public health concerns [64,65,66,67], societal problems [68,69,70,71,72], emerging technologies [73,74], human behavior analysis [75,76,77,78], and humanitarian issues [79,80,81,82,83], as can be seen from several prior works in these fields, which focused on sentiment analysis and other forms of content analysis of Tweets. Following the COVID-19 epidemic, a growing corpus of studies have used Twitter data to analyze public reactions during this global health emergency [84,85]. However, it is important to note that there is still very little research on Long COVID. Additionally, there has not been any work in this area that has emphasized the study of Tweets wherein individuals self-reported Long COVID. This study aims to address these research gaps by presenting multiple novel findings from a comprehensive analysis of a dataset consisting of 1,244,051 Tweets about Long COVID, posted on Twitter between 25 May 2020 and 31 January 2023.



The remainder of the paper is presented as follows. Section 2 presents a comprehensive review of recent works in this field. A detailed description of the methodology used for this research work is presented in Section 3. In Section 4, the results of this study are described, and the salient contributions of this paper are highlighted. This section also includes a discussion on how the findings of this study help to interpret global public opinion towards Long COVID, and how the contributions of this study are expected to be helpful for public health agencies. Section 4 is followed by the conclusion section, wherein the plans for future work are also stated.





2. Literature Review


An overview of recent studies in this area, with a particular emphasis on the study of social media discussions regarding COVID-19 and Long COVID, with Twitter serving as the key platform of interest, is outlined in this section. Shamrat et al. [86] used the k-kNN approach to classify COVID-19-related Tweets into three separate classes—positive, negative, and neutral. Sorting through pertinent Tweets was the first stage in their investigation. After the Tweets had first been filtered, the kNN approach was used to conduct a detailed investigation of the opinions expressed in these Tweets. Sontayasara et al. [87] analyzed Tweets in which people expressed a desire to go to Bangkok during the COVID-19 outbreak. The authors applied an SVM-based classifier and were able to categorize the Tweets as positive, negative, and neutral. The trending themes about COVID-19, as expressed on Twitter, were identified and investigated by Asgari-Chenaghlu et al. [88]. Their work involved deducing the overarching concerns expressed in those Tweets. Amen et al.’s approach [89] involved using a directed acyclic network model to identify abnormalities associated with events related to COVID-19 as communicated on Twitter.



The focus of Lyu et al.’s study [90] was the development of a method specifically designed to examine Tweets related to COVID-19 that had a strong connection to the recommendations made by the Centers for Disease Control and Prevention (CDC) regarding COVID-19. Their main objective was to identify the range of public opinions, including worries, interests, and demands, related to the guidelines of the CDC for COVID-19. Al-Ramahi et al.’s research [91] included filtering and examining Tweets about COVID-19 from 1 January 2020 to 27 October 2020. In their research, the authors specifically analyzed Tweets in which people expressed varied opinions on whether wearing masks effectively slowed the spread of COVID-19. Jain et al. [92] devised a technique to assign an influence score to individuals who published COVID-19-related Tweets on Twitter. Their research also involved identifying prominent users on Twitter who actively participated in the COVID-19 dialogue on Twitter and contributed towards impacting the global discourse and sentiments. Madani et al. [93] used multiple concepts of machine learning and data analytics and developed a misinformation detection classifier that examined Tweets about COVID-19 using the random forest approach. The accuracy of this classifier was observed to be 79%.



Shokoohyar et al. [94] developed a comprehensive system designed to delve into the expansive realm of Twitter discourse, wherein individuals voiced their opinions concerning the COVID-19-induced lockdown measures in the United States. Their aim was to gain insights into the multifaceted array of sentiments, perspectives, and reactions related to the pandemic response. Chehal et al. [95] developed a framework to analyze the collective mindset of the Indian population, as reflected in their Tweets during the two nationwide lockdowns enforced by the Indian government in response to the COVID-19 crisis. Glowacki et al. [96] developed a systematic approach geared towards the identification and examination of COVID-19-related Tweets, wherein the Twitter community engaged in dialogues surrounding issues of addiction. This initiative provided a unique window into the evolving discourse on addiction amidst the backdrop of a global pandemic. Selman et al.’s explorative study [97] centered on studying Tweets wherein individuals shared heart-wrenching accounts of their loved ones succumbing to COVID-19. Their particular focus honed in on those instances wherein patients faced their final moments in isolation. This research illuminated the profoundly emotional and isolating aspects of the pandemic’s impact. Koh et al. [98] endeavored to study Tweets containing specific keywords, spotlighting conversations among Twitter users grappling with profound feelings of loneliness during the COVID-19 era. Their analysis, encompassing a corpus of 4492 Tweets, provided valuable insights into the emotional toll of the pandemic. Mackey et al. [99] zeroed in on Tweets wherein individuals voluntarily reported their symptoms, experiences with testing sites, and recovery status in relation to COVID-19. Their work served as a means for understanding the public’s firsthand experiences and interactions with healthcare systems. In [100], Leung et al. aimed to analyze the intricate nuances of anxiety and panic-buying behaviors during the COVID-19 pandemic, with a specific emphasis on the unprecedented rush to acquire toilet paper. Their methodology involved the analysis of 4081 Tweets. This unique analysis shed light on the peculiar buying trends and emotional undercurrents that manifested during the pandemic.



The broad focus of the research conducted by Pokharel [101] was to perform sentiment analyses of Tweets about the COVID-19 pandemic. Specifically, their dataset was developed to comprise Tweets from Twitter users who had shared their location as “Nepal” and had actively engaged in tweeting about COVID-19 between 21 May 2020 and 31 May 2020. The methodology involved using Tweepy and TextBlob to analyze the sentiments of these Tweets. The findings of this study revealed a multifaceted tapestry of emotions coursing through the Nepali Twitter community during that period. While the prevailing sentiment was positivity and hope, there were discernible instances wherein emotions of fear, sadness, and even disgust surfaced. Vijay et al. [102] conducted an in-depth examination of the sentiments conveyed in Tweets related to COVID-19 from November 2019 to May 2020 in India. This study involved the categorization of all Tweets into three distinct categories, namely “Positive”, “Negative”, and “Neutral”. The findings of this investigation showed that, initially, the majority of individuals seemed inclined towards posting negative Tweets, perhaps reflecting the uncertainties and anxieties that characterized the early stages of the pandemic. However, as time progressed, there emerged a noticeable shift in the sentiment landscape, with a growing trend towards the expression of positive and neutral Tweets.



The study conducted by Shofiya et al. [103] involved analyzing Tweets posted by individuals from Canada which contained keywords related to social distancing. The research employed a two-pronged approach involving the utilization of the SentiStrength tool in conjunction with the Support Vector Machine (SVM) classifier to gauge the sentiments of these Tweets. A dataset comprising 629 Tweets was analyzed in this study. The findings showed that 40% of the analyzed Tweets expressed a neutral emotion, 35% of the Tweets expressed a negative emotion, and 25% of the Tweets expressed a positive emotion. The primary objective of the investigation conducted by Sahir et al. [104] centered on the examination of public sentiment surrounding online learning during the outbreak of the COVID-19 pandemic, specifically in October 2020. This methodology involved document-based text mining and the implementation of the Naïve Bayes classifier to detect the sentiments. The results showed that 25% of the Tweets expressed a positive sentiment, 74% of the Tweets expressed a negative sentiment, and only 1% of the Tweets expressed a neutral sentiment. In a similar work [105], a dataset of Tweets about online learning during COVID-19 was developed.



The study conducted by Pristiyono et al. [106] aimed to delve into the perspectives and viewpoints held by the Indonesian population concerning the COVID-19 vaccine during January 2021. The methodology involved the utilization of RapidMiner for data collection. The results of the sentiment analysis showed that the percentages of negative Tweets, positive Tweets, and neutral Tweets were 56%, 39%, and 1%, respectively. In a similar study [107], the researchers analyzed a corpus of Tweets pertaining to COVID-19 from Ireland. This dataset spanned an entire year, commencing on 1 January 2020, and concluding on 31 December 2020. The primary objective of this study was to perform sentiment analysis. The findings showed that a significant portion of the sentiments were marked by robust criticism, with particular emphasis placed on Ireland’s COVID tracker app. The critique was predominantly centered on concerns related to privacy and data security. However, the study also showed that a noteworthy segment of sentiments also expressed positivity. These positive sentiments were directed towards the collective efforts and resilience towards COVID-19. Awoyemi et al. [108] used the Twarc2 tool to extract a corpus of 62,232 Tweets about Long COVID posted between 25 March 2022 and 1 April 2022. The methodology involved the application of different natural language processing-based approaches, including the Latent Dirichlet Allocation (LDA) algorithm. The outcome of this analysis highlighted the top three prevailing sentiments in the Twitter discourse. Notably, trust emerged as a prominent sentiment, constituting 11.68% of the emotional spectrum, underlining a notable level of faith and reliance within the online community. Fear also held a significant presence, encompassing 11.26% of the emotional landscape, reflecting concerns and apprehensions embedded in the discussions. Alongside fear, sadness played a substantial role, constituting 9.76% of the emotional spectrum, indicative of the emotional weight carried by certain aspects of the discourse. The primary aim of the work of Pitroda et al. [109] was to delve into the collective societal responses and attitudes surrounding the phenomenon of Long COVID, as expressed on Twitter. A dataset comprising 98,386 Tweets posted between 11 December 2021 and 20 December 2021 was used for this study. The methodology for performing sentiment analysis utilized the AFFIN lexicon model. The findings showed that 44% of the Tweets were negative, 34% of the Tweets were positive, and 23% of the Tweets were neutral. To summarize, there has been a significant amount of research and development in this field since the beginning of COVID-19. However, these research papers have some major drawbacks.




	
Insufficient attention towards the phenomenon of Long COVID: These studies have covered various topics pertaining to COVID-19 such as traveling [87], current trends [88], worries of the general public [88], evaluation of events [89], opinions on mask-wearing [91], inquiries into influencer behaviors [92], detecting and tracking misinformation [93], studies of addiction trends [96], identifying loneliness [98], and evaluations of impulse purchases [100]. In the last couple of years, scholars from different disciplines have also conducted thorough investigations by analyzing pertinent Tweets in order to delve into the diverse inquiries of the global population in the context of COVID-19. However, such works [87,88,89,91,92,93,96,98,100] did not investigate Tweets pertaining to Long COVID.



	
Limitations in the existing Long COVID studies: Although a few studies (e.g., [108,109]) have examined Long COVID-related Tweets, a significant constraint of these studies is the restricted temporal scope of the analyzed Tweets. For example, the research conducted in [108] focused its investigation on a specific timeframe from 25 March 2022 to 1 April 2022. Similarly, the investigation in [109] studied Tweets about Long COVID published between 11 December 2021 and 20 December 2021. These time periods constitute just a fraction of the total span for which Long COVID has had a lasting impact on the global population.



	
The emotions of the general public pertaining to Long COVID have not been investigated in previous sentiment analysis-based research works ([86,87,94,101,102,103,104,106,107]) that involved opinion mining of COVID-19-related Tweets.



	
Studying the self-reporting of healthcare conditions on Twitter has garnered attention from scholars across many disciplines, as can be seen from multiple studies wherein Tweets related to the self-reporting of mental health problems [110], autism [111], Alzheimer’s [112], depression [113], breast cancer [114], swine flu [115], flu [116], chronic stress [117], post-traumatic stress disorder [118], and dental issues [119] were analyzed. In light of the emergence of the COVID-19 pandemic, scholarly investigations in this domain, such as [99], have been focused on developing approaches to examine Tweets wherein individuals voluntarily disclosed symptoms related to COVID-19. However, previous studies have not specifically examined Tweets pertaining to the self-reporting of Long COVID.








This study attempts to address these challenges by conducting an analysis of a database of Tweets wherein individuals self-reported Long COVID. The step-by-step methodology that was followed for this work is described in Section 3.




3. Methodology


This section is divided into two parts. In Section 3.1, a theoretical overview of sentiment analysis, the specific sentiment analysis approach that was used for this work and its salient features, and a technical overview of RapidMiner, the data science platform used for this work, are presented. In Section 3.2, the step-by-step methodology that was followed for this work is presented and discussed.



3.1. Theoretical Overview of Sentiment Analysis and Technical Overview of RapidMiner


Sentiment Analysis, often referred to as Opinion Mining, represents the computational exploration of individuals’ sentiments, viewpoints, and emotional expressions regarding a given subject. This subject can encompass various entities, such as individuals, events, or topics [120]. The terms Sentiment Analysis (SA) and Opinion Mining (OM) are commonly used interchangeably, denoting a shared essence. Nevertheless, some scholars have posited subtle distinctions between OM and SA [121,122]. Opinion Mining, in its essence, involves the extraction and examination of people’s opinions pertaining to a specific entity. In contrast, Sentiment Analysis seeks to identify the sentiment embedded within a text and subsequently analyze it. Consequently, SA endeavors to unearth opinions, discern the sentiments they convey, and classify these sentiments based on their polarity. This classification process can be envisioned as a three-tiered hierarchy comprising document-level, sentence-level, and aspect-level SA. At the document level, the primary objective is to categorize an entire opinion document as either expressing a positive or negative sentiment. Here, the document functions as the fundamental information unit typically focused on a single overarching topic or subject. In sentence-level SA, the aim is to classify the sentiment within each individual sentence. The initial step involves distinguishing between subjective and objective sentences. Subsequently, for subjective sentences, sentence-level SA ascertains whether they convey positive or negative opinions [123]. It is worth noting that Wilson et al. [124] highlighted that sentiment expressions may not always possess a subjective nature. However, the distinction between document and sentence-level classifications is not fundamentally profound since sentences can be regarded as concise documents [125]. While document and sentence-level classifications offer valuable insights, they often fall short of providing the granular details necessary for evaluating opinions on various facets of the entity. To obtain this comprehensive understanding, aspect-level SA comes into play. This level of analysis endeavors to categorize sentiments with respect to specific aspects or attributes associated with entities. The initial step involves the identification of these entities and their respective facets. Importantly, opinion-holders can articulate diverse sentiments concerning distinct aspects of the same entity. In essence, SA or OM encompasses a multifaceted process that spans various levels of analysis, from overarching documents to individual sentences and, ultimately, the nuanced evaluation of specific aspects related to entities. This comprehensive approach to sentiment analysis is invaluable in unveiling the intricate tapestry of opinions and emotions expressed in text data, enabling a deeper understanding of public sentiment in various contexts [126].



The examination of emotions can encompass a range of techniques, such as human annotation, Linguistic Inquiry and Word Count (LIWC), Affective Norms for English Words (ANEW), the General Inquirer (GI), SentiWordNet, and machine learning-based approaches like Naive Bayes, Maximum Entropy, and Support Vector Machine (SVM). However, the methodology used in this study included the utilization of VADER, an acronym for Valence Aware Dictionary for Sentiment Reasoning [127]. The selection of VADER as the sentiment analysis methodology is influenced by many considerations. First of all, VADER demonstrates outstanding efficiency, surpassing manual annotation with respect to both precision and efficacy. Furthermore, previous research has indicated that VADER effectively addresses the limitations encountered by other sentiment analysis approaches. The following presents an overview of some of the unique features of VADER, as well as drawbacks in alternate sentiment analysis approaches, which are not present in VADER:




	(a)

	
VADER differentiates itself from LIWC by exhibiting enhanced sensitivity towards sentiment patterns that are often seen in the analysis of texts from social media.




	(b)

	
The General Inquirer has a limitation in its incorporation of sentiment-relevant linguistic components frequently observed in conversations on social media.




	(c)

	
The ANEW lexicon exhibits a reduced degree of reactivity regarding the linguistic components often linked to emotion in social media posts.




	(d)

	
The SentiWordNet lexicon exhibits a significant level of noise, as a noteworthy fraction of its synsets lack clear opposite polarity.




	(e)

	
The Naïve Bayes classifier is predicated on the premise of feature independence, which might be considered a simplistic premise. VADER’s more nuanced strategy effectively addresses this limitation.




	(f)

	
The Maximum Entropy approach integrates the concept of information entropy by providing feature weightings without making the assumption of conditional independence between features.




	(g)

	
Both machine learning classifiers and validated sentiment lexicons face the same obstacle of requiring a significant quantity of data for training. Furthermore, the efficacy of machine learning algorithms is contingent upon the training set’s ability to correctly capture a diverse array of properties.









The VADER technique is characterized by the implementation of a succinct rule-based architecture, enabling the creation of a specialized sentiment analysis algorithm tailored to the vocabulary often seen on social media sites. The framework exhibits remarkable adaptability in its ability to adjust to several contexts without requiring domain-specific learning information. Instead, it utilizes a versatile sentiment lexicon determined by valence, which has undergone rigorous evaluation by human experts to establish its credibility as a consistent benchmark. The VADER approach is renowned for its exceptional efficacy due to its ability to perform the real-time evaluation of continuous information streams. In addition, the system is capable of maintaining its computational efficiency, as evidenced by its time complexity of O(N). Furthermore, it is important to highlight that VADER is easily accessible to everyone without any prerequisites for subscription or financial transactions. Finally, VADER possesses the ability to evaluate the intensity of sentiment expressed in texts, in addition to categorizing it into positive, negative, or neutral polarities.



In order to set up the system design for sentiment analysis in this study, RapidMiner was utilized [128]. RapidMiner, initially referred to as Yet Another Learning Environment (YALE), is a highly adaptable data science software framework that facilitates the development, execution, and utilization of a broad spectrum of models and algorithms from different disciplines. RapidMiner Studio adopts an open-core paradigm with a comprehensive Graphical User Interface (GUI) designed to allow users to create a variety of applications and processes. Additionally, it facilitates features to support the design and implementation of algorithms. In RapidMiner, designated actions or functions are referred to as “operators”. These operators may be organized in a logical sequence, either sequentially in a hierarchy or in some combination of both, to form a “process” aimed at accomplishing a certain purpose or task. RapidMiner facilitates the design and implementation of these “processes” by providing a wide range of already assembled “operators” that may be readily used. Moreover, there exists a distinct category of “operators” that may be used to alter the fundamental attributes of other “operators”, introducing an additional level of adaptability and personalization to the platform.




3.2. Overview of the System Architecture and Design


To develop a “process” in RapidMiner for addressing this research problem, at first, a relevant dataset had to be identified. The dataset used for this work is a dataset of 1,244,051 Tweets about Long COVID, posted on Twitter between 25 May 2020 and 31 January 2023 [129]. This dataset contains a diverse range of topics represented in the Tweets about Long COVID, present in two different files. To develop the “process” (shown in Figure 1), these files were imported into RapidMiner and merged using the Append “operator”. As the focus of this study is to analyze Tweets about Long COVID wherein individuals self-reported Long COVID, a text processing-based approach was applied to identify such Tweets. By reviewing similar works in this field that studied Tweets involving self-reporting of mental health problems [110], autism [111], dementia [112], depression [113], breast cancer [114], swine flu [115], flu [116], chronic stress [117], post-traumatic stress disorder [118], and dental issues [119], a Bag of Words was developed that contained specific phrases related to the self-reporting of Long COVID. These phrases were—“I have long COVID”, “I am experiencing long COVID”, “I have been experiencing long COVID”, “I am suffering from long COVID”, “I am going through long covid”, “I have been feeling symptoms of long covid”, “I have had long covid”, “I have been diagnosed with long covid”, “I had long covid”, “I am feeling symptoms of long covid”, “I am experiencing long covid”, “I felt symptoms of long covid”, “I experienced long covid”, and “I am diagnosed with long covid”. A data filter was used to apply the Bag of Words methodology to the Tweets, resulting in a set of 7348 Tweets in which individuals self-reported Long COVID. Subsequently, all these Tweets underwent data preprocessing. The procedure for data preprocessing included the following sequential steps:




	(a)

	
The elimination of non-alphabetic characters.




	(b)

	
The elimination of URLs.




	(c)

	
The elimination of hashtags.




	(d)

	
The elimination of user mentions.




	(e)

	
The identification of English words using the process of tokenization.




	(f)

	
Stemming and Lemmatization.




	(g)

	
The elimination of stop words.




	(h)

	
The elimination of numerical values.




	(i)

	
Addressing missing values.









A number of functionalities were built in RapidMiner for the purpose of performing data preprocessing. Subsequently, the Extract Sentiment operator within the RapidMiner platform was tailored to utilize the VADER sentiment analysis methodology for the purpose of analyzing this corpus of 7348 Tweets. The VADER approach calculated a compound sentiment score ranging from +4 to −4 for all these Tweets.



A methodology following a set of specific rules was devised to deduce the number of positive, negative, and neutral Tweets. The operational mechanism of this rule-based approach included the analysis of the compound sentiment score assigned to every single Tweet. If the compound sentiment score was greater than zero, the Tweet was categorized as positive; conversely, if the compound sentiment score was less than zero, the Tweet was categorized as negative. In the event that the compound sentiment score was exactly 0, the Tweet was categorized as neutral. This technique consisted of various functions that operated sequentially. These functions were implemented as “operators” grouped as a “sub-process” within the primary “process”, which was designed and implemented in RapidMiner for the purpose of performing sentiment analysis. Figure 1 depicts this primary “process”. In Figure 1, “Dataset-F1” and “Dataset-F2” are used to refer to the two files in the dataset [129] that were imported into RapidMiner for system design and development. This “process”, shown in Figure 1, comprises two sub-processes for data preprocessing and the rule-based identification of sentiment classes. The specific “operators” that comprised these sub-processes are shown in Figure 2 and Figure 3, respectively. The results of running this “process” on all the Tweets in the dataset are presented and discussed in Section 4.





4. Results and Discussions


This section presents the results of performing sentiment analyses of Tweets (posted on Twitter between 25 May 2020 and 31 January 2023) wherein individuals self-reported Long COVID. As described in Section 3, a text-processing-based approach that involved the development of a Bag of Words was utilized to develop a corpus of Tweets, each of which involved the self-reporting of Long COVID. Figure 4 shows a monthly variation of these Tweets during this time range, i.e., between 25 May 2020 and 31 January 2023, using a histogram. To analyze this monthly variation of Tweets, a total of 32 bins were used. As can be seen from this Figure, the average number of Tweets per month wherein individuals self-reported Long COVID on Twitter was considerably high in 2022 as compared to the average number of Tweets per month in 2021. As outlined in Section 3, the process of tokenization was conducted before applying VADER. Figure 5 presents a histogram-based illustration that showcases the tweeting patterns of Tweets with a negative sentiment, specifically focusing on the number of tokens utilized in these Tweets.



Figure 6 and Figure 7 present illustrations of the tweeting trends, specifically focusing on the number of tokens utilized for positive and neutral Tweets, respectively. Figure 5 and Figure 6 indicate that there was an identical pattern of utilization of tokens in Tweets expressing both positive and negative sentiments. Based on the analysis of Figure 7, it can be inferred that a considerable proportion of Tweets with a neutral emotion contained a small number of tokens. Additionally, this figure also illustrates that a significant proportion of Tweets with a neutral emotion featured a different tweeting pattern, characterized by different numbers of tokens utilized, in comparison to positive and negative Tweets.



Figure 8 illustrates the variability of negative emotion in Tweets, in terms of the intensity of the sentiment and the number of tokens utilized. In Figure 8, the X-axis denotes the number of tokens utilized in the Tweets, while the Y-axis denotes the compound sentiment score assigned to these Tweets. Figure 9 and Figure 10 provide similar illustrations of the relationship between the total number of tokens and the compound sentiment scores for positive and neutral Tweets, respectively.



Figure 8 and Figure 9 illustrate that the tweeting patterns of the global population in terms of the utilization of tokens in positive and negative Tweets were diverse. Furthermore, from these figures, it can also be concluded that no correlation existed between the number of tokens utilized in Tweets and the intensity of the expressed sentiment (ranging from +4 to 0 for positive Tweets and 0 to −4 for negative Tweets) in Tweets wherein individual self-reported Long COVID. The results of the RapidMiner “process” depicted in Figure 1 are illustrated in Figure 11. As can be seen from Figure 11, the percentages of Tweets (correct to one decimal place) with positive, negative, and neutral sentiments were 43.1%, 42.7%, and 14.2%, respectively.



Figure 12 is a histogram that presents the distribution of Tweets categorized by their levels of positivity, as determined by the RapidMiner “process” depicted in Figure 1. Similarly, Figure 13 displays a histogram that illustrates the number of Tweets categorized by varied levels of negativity. Figure 12 and Figure 13 reveal a consistent trend in the variability of positive and negative sentiments within the analyzed Tweets. This analysis shows that a majority of Tweets wherein a positive sentiment was expressed, as well as a majority of Tweets wherein a negative sentiment was expressed, were not highly polarized. In other words, most of these Tweets did not convey a high positivity (+4 on the VADER scale) or a high negativity (−4 on the VADER scale).



Figure 14 uses a word cloud to illustrate the top 100 most frequent words in Tweets wherein people self-reported Long COVID. The word cloud analysis reveals that some of the frequently used words were “exhaust”, “breath”, “chest”, “cough”, “smell”, and “sleep”. This suggests that a significant proportion of individuals conveyed their symptoms at the time of self-reporting Long COVID on Twitter. Thereafter, a comprehensive analysis of these Tweets was also performed to identify the number of Tweets in different fine-grain sentiment classes to better understand the distribution of specific emotions expressed by Twitter users when posting positive or negative Tweets wherein they self-reported Long COVID. These fine-grain sentiment classes were sadness, neutral, fear, anger, joy, surprise, and disgust. The result of this analysis is shown in Figure 15. As can be seen from Figure 15, the emotion of sadness was expressed in most of these Tweets. It was followed by the emotions of fear, neutral, surprise, anger, joy, and disgust, respectively.



The following discussion is provided to explain how the research conducted in this paper endeavors to overcome the drawbacks of previous studies in this domain, as described in Section 2.




	
As explained in Section 2, a wide range of research challenges pertaining to COVID-19 have been explored and investigated via the analysis of relevant Tweets in scholarly works over the past few years. These include traveling [87], current trends [88], worries of the general public [88], the evaluation of events [89], opinions on mask-wearing [91], inquiries into influencer behaviors [92], detecting and tracking misinformation [93], studies of addiction trends [96], identifying loneliness [98], and the evaluation of impulse purchases [100]. Despite the extensive exploration of many research questions within this particular domain, the existing body of literature [87,88,89,91,92,93,96,98,100] has not specifically investigated the Twitter discourse pertaining to Long COVID. The research described in this study addresses this limitation found in previous studies in this field [87,88,89,91,92,93,96,98,100] by focusing on the analysis of Tweets related to Long COVID.



	
Despite the existence of some studies, such as those conducted by Awoyemi et al. [108] and Pitroda et al. [109], which investigated Tweets pertaining to Long COVID, a significant limitation of these studies is the restricted temporal scope of the analyzed Tweets. In [108], the examined Tweets were published between 25 March 2022 and 1 April 2022. Similarly, the Tweets analyzed in [109] were published between 11 December 2021 and 20 December 2021. These durations constitute a small portion of the complete timeframe over which Long COVID has had its impact on the global population. This study addresses this limitation by conducting an analysis of Tweets pertaining to Long COVID, published between 25 May 2020 and 31 January 2023.



	
The application of sentiment analysis to Tweets has proven valuable in discerning the range of views and opinions expressed by the global population on Twitter about various subjects of discussion during previous instances of virus outbreaks. Consequently, there has been a notable surge in the volume of literature pertaining to sentiment analysis since the onset of the COVID-19 pandemic. Despite the existence of many studies (e.g., [86,87,94,101,102,103,104,106,107]) that have performed sentiment analyses of Tweets pertaining to COVID-19, none of these studies have specifically examined the sentiments expressed in Tweets related to Long COVID. This study addresses this limitation using the Valence Aware Dictionary for Sentiment Reasoning (VADER) methodology to perform sentiment analyses of Tweets about Long COVID.



	
The examination of conversation patterns of people on Twitter who self-report health-related issues has received significant attention from researchers across a wide range of disciplines. This can be observed through the increasing number of studies that have focused on analyzing such Tweets in the context of mental health [110], autism [111], dementia [112], depression [113], breast cancer [114], swine flu [115], influenza [116], chronic stress [117], post-traumatic stress disorder [118], and dental issues [119]. Since the beginning of the COVID-19 pandemic, scholars in this field, as exemplified by the work of researchers in [99], have redirected their attention toward devising approaches for the acquisition and analysis of Tweets in which individuals willingly disclose how they contracted COVID-19, including self-reported instances of COVID-19. However, previous studies in this area of research did not specifically examine Tweets wherein people self-reported Long COVID. This study addresses this limitation by examining Tweets in which Twitter users self-reported Long COVID.








This research demonstrates that the discourse related to Long COVID on Twitter has garnered worldwide interest. The results of this study also indicate that the global population has been proactive in seeking and disseminating information about Long COVID on Twitter. The opinions conveyed by the global population within these online discussions are diverse in terms of the types of opinions as well as the intensity of the opinions expressed. Furthermore, the results suggest variations in the tweeting patterns of the global population while expressing their emotions in this context. As discussed in Section 1, there is presently a lack of pharmacological interventions that have shown efficacy in alleviating or ameliorating the symptoms associated with Long COVID in a randomized–controlled trial (RCT). At the same time, rehabilitation has exhibited effectiveness in managing specific cases of Long COVID. The findings obtained in this study have the potential to provide a foundation for the prompt investigation of the underlying Tweets (positive, negative, or both) by public health agencies. Such an investigation is expected to provide an understanding of the primary worries, needs, or interests of the global population in relation to the self-reporting of Long COVID. The results of this investigation might also assist public health agencies in comprehending the views expressed by the global population about current treatment options for Long COVID, irrespective of whether they have previously received those treatments or are considering doing so. Scholars from several disciplines have conducted studies to understand and interpret the paradigms of transmission of news from news sources to social media sites [130,131]. Therefore, public health agencies could utilize the framework outlined in this study to monitor and examine Twitter conversations regarding Long COVID during days characterized by notable news events, such as the availability of new treatments or medications for Long COVID, or the publication of studies regarding severe adverse reactions to newly suggested treatments or medications for Long COVID. Monitoring and examining the discourse on Twitter about Long COVID during such days is expected to assist with the immediate evaluation of the views of the target populations of those treatments or medications. An investigation of such views on Twitter might also be useful in aiding public health agencies in establishing rapid responses as well as applicable regulations regarding such treatments or medications. This paper also shows that a substantial volume of Tweets comprising views, opinions, concerns, and attitudes pertaining to Long COVID across a diverse range of topics have been published on Twitter within a short period of time. Public health agencies may consider this finding for applicable policymaking to analyze the historical and current discussions surrounding Long COVID on Twitter, and to evaluate whether the ongoing public discourse on Twitter effectively addresses the information disparity between the public’s requirements and the information provided by healthcare and medical sectors. Moreover, conducting such an inquiry might also play a crucial role in identifying misinformation or the dissemination of any conspiracy theories linked to Long COVID on Twitter.




5. Conclusions


In the last decade and a half, the world has had to cope with a number of epidemics of infectious diseases, all of which have resulted in a devastating effect on public health and the economy on a global scale. During the course of these epidemics, social media platforms evolved as useful outlets for information exchange, community development, and addressing loneliness, as well as for understanding the intricacies and dynamics of these diseases. Analyzing data from social media platforms for syndromic surveillance, with a specific focus on public health, has been of keen interest to scholars from a variety of disciplines. The persistence of symptoms of COVID-19 for a number of weeks or even months after the first infection with SARS-CoV-2 is referred to as a “Long COVID”. Since the first case of COVID-19, there has been an enormous increase in the number of discussions on social media sites like Twitter that are related to Long COVID. Several recent research works in this area have focused on performing sentiment analyses of Tweets about COVID-19 in order to reveal the range of opinions and emotions of the global population. However, the majority of these studies have not focused on Long COVID, and the few studies that focused on Long COVID analyzed Tweets that were posted on Twitter over a brief time frame. In addition to this, none of the previous research carried out on this topic has focused on investigating Tweets in which people self-reported Long COVID.



This study aims to address these research challenges in this field by presenting multiple novel findings derived from a comprehensive analysis of a dataset consisting of 1,244,051 Tweets pertaining to Long COVID, published on Twitter over the period spanning from 25 May 2020 to 31 January 2023. First, the findings demonstrate that the average number of Tweets per month wherein individuals self-report Long COVID on Twitter was considerably high in 2022, as compared to the average number of such Tweets per month in 2021. Second, the findings obtained from the sentiment analysis conducted using the VADER approach show that 43.1% of the Tweets expressed a positive sentiment, 42.7% expressed a negative sentiment, and 14.2% expressed a neutral sentiment. The results obtained from the sentiment analysis also indicate that the majority of Tweets expressing a positive sentiment, as well as those expressing a negative sentiment, were not highly polarized. In other words, a majority of these Tweets did not convey either a strong positive sentiment (+4 on the VADER scale) or a strong negative sentiment (−4 on the VADER scale). Third, the findings obtained from tokenization reveal that there was an identical tweeting pattern in terms of the utilization of tokens in Tweets expressing positive and negative sentiments. However, Tweets with a neutral sentiment exhibited a different tweeting pattern when compared to Tweets expressing positive and negative sentiments. The examination of the findings from tokenization also reveal that the tweeting patterns of the global population in this context were diverse, and there was no correlation between the number of tokens utilized in the Tweets and the degree of sentiment expressed in the Tweets. Finally, an in-depth sentiment analysis revealed that the predominant emotion conveyed in the majority of these Tweets was sadness. It was followed by the emotions of fear, neutral, surprise, anger, joy, and disgust, respectively.



As stated in this paper, no pharmaceutical medication has shown efficacy in alleviating or ameliorating the symptoms often linked with Long COVID in a randomized–controlled trial (RCT) or similar. However, both rehabilitation and non-steroidal anti-inflammatory medicines (NSAIDs) have shown efficacy in managing certain symptoms associated with Long COVID. As ongoing research in this field progresses, it is anticipated that pharmaceutical medicines, specialized rehabilitation programs, drug therapy, and several other treatment modalities for Long COVID will be developed soon. Such progress in the field of medicine and healthcare with a specific focus on Long COVID is likely to drive discourse on Twitter pertaining to Long COVID, specifically regarding the available and emerging forms of treatment. So, future research will include the topic modeling of Tweets in which people self-report Long COVID, with the aim of comprehending the distinct themes that are prevalent in such conversations on Twitter. Furthermore, sentiment analyses of the Tweets in each of these distinct themes can be performed to infer the global population’s viewpoint about advancements pertaining to the treatment and management of Long COVID, as well as to understand their views towards other topics associated with Long COVID.
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Figure 1. The main “process” that was developed in RapidMiner to perform the sentiment analysis of Tweets (posted on Twitter between 25 May 2020 and 31 January 2023) wherein individuals self-reported Long COVID. 
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Figure 2. Representation of the “operators” that comprised the data preprocessing “sub-process” shown in Figure 1. 






Figure 2. Representation of the “operators” that comprised the data preprocessing “sub-process” shown in Figure 1.



[image: Asi 06 00092 g002]







[image: Asi 06 00092 g003] 





Figure 3. Representation of the “operators” that comprised the sentiment class detection “sub-process” shown in Figure 1. 
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Figure 4. Representation of the monthly variation in Tweets (posted on Twitter between 25 May 2020 and 31 January 2023) wherein individuals self-reported Long COVID. 
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Figure 5. Representation of the variation in token usage in Tweets with a negative sentiment. 
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Figure 6. Representation of the variation in token usage in Tweets with a positive sentiment. 
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Figure 7. Representation of the variation in token usage in Tweets with a neutral sentiment. 
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Figure 8. Representation of the variation in token usage and the intensity of the expressed sentiment (from the compound sentiment score) in Tweets with a negative sentiment. 
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Figure 9. Representation of the variation in token usage and the intensity of the expressed sentiment (from the compound sentiment score) in Tweets with a positive sentiment. 
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Figure 10. Representation of the variation in token usage and the intensity of the expressed sentiment (from the compound sentiment score) in Tweets with a neutral sentiment. 
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Figure 11. Representation of the results of the RapidMiner “process” shown in Figure 1. 
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Figure 12. Representation of the number of positive Tweets of different intensities wherein individuals self-reported Long COVID. 
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Figure 13. Representation of the number of negative Tweets of different intensities wherein individuals self-reported Long COVID. 
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Figure 14. A word cloud-based representation of the top 100 words that featured in these Tweets wherein individuals self-reported Long COVID. 
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Figure 15. Representation of the results of analyses of Tweets to categorize the same into fine-grained sentiment classes. 
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