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Abstract

:

Recent work on automotive communications based on the Time-Sensitive Networking (TSN) standards proposed an approach to handle all the real-time frames in a uniform way regardless of their arrival pattern. According to such an approach, instead of binding all the frames of the same flow to a traffic class, each periodic or event-driven frame is scheduled based on its absolute deadline according to the Earliest Deadline First (EDF) algorithm. The approach does not impose additional frame overhead and does not require complex offline configurations that would be unsuitable for event-driven traffic. However, EDF scheduling cannot support time-driven communications. To solve this problem, this paper proposes a framework that combines the flexibility of online EDF frame scheduling for both periodic and event-driven traffic with the ability to guarantee temporal isolation to time-driven traffic. The paper describes the design of the proposed approach and the performance obtained using the OMNeT++ simulation environment.
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1. Introduction and Motivation


Real-time (RT) applications such as those relevant to traffic monitoring and management in smart cities [1,2,3,4,5], safe operation in smart factories [6,7,8,9,10,11], and automated driving [12,13] pose very challenging requirements on the communications, especially in terms of time and safety constraints. Ethernet has always been one of the most investigated technologies for RT communications, in particular for industrial, avionic, and automotive scenarios [14,15,16,17]. Nowadays, Automotive Ethernet is the unanimously recognized solution to reduce the number of heterogeneous communication technologies currently used for in-vehicle communications. Ethernet is an appealing solution to provide RT flows with high bandwidth (e.g., from 10 Mbps, 100 Mbps, 1 Gbps, 2.5 Gbps, 5 Gbps, up to 10 Gbps) and temporal guarantees on the end-to-end frame delays. To guarantee predictability to RT communications over Ethernet, the main aspects to deal with are (i) how to prevent collisions and (ii) how to limit the effect of the interfering traffic (i.e., best-effort traffic) on RT flows, so that the latter ones can be provided with guaranteed bounded delays. While the first obstacle can be removed by adopting a full-duplex Switched Ethernet with microsegmentation, the second issue still remains. In fact, Switched Ethernet was originally devised to support best-effort (BE) traffic, and, consequently, no mechanisms were provided to distinguish between time-critical and BE flows, to reserve bandwidth to time-critical flows, and to limit the interfering flows that share the channel with the RT ones. For this reason, plain Switched Ethernet, although offering multiple levels of quality of service thanks to the Virtual Local Area Network (VLAN) tag, was not able to provide bounded latency to RT traffic. In the past, to overcome this problem, traffic shaping techniques were proposed to limit the interference of BE traffic on RT flows. In particular, traffic smoothing techniques based on a token-bucket mechanism controlled by fuzzy rules [18], further improved with genetic algorithms and multiobjective optimization [19], proved to be very effective to reduce the statistical end-to-end delay of RT frames in industrial communications.



A further significant step forward in RT communications over Ethernet networks was the IEEE Audio Video Bridging (AVB) family of standards. AVB introduced (i) a common notion of time, through protocols to manage the network time and support synchronized operations [20], (ii) bandwidth reservation, through the Stream Reservation Protocol (SRP) [21], and (iii) differentiated service for RT and BE traffic, through prioritization and Credit-Based Shaping (CBS) [22] applied to the output ports of bridges and end nodes to prevent traffic bursts. The rationale behind the Qav and Qat standards is that the traffic flows that require bounded latency, here called Stream Reservation (SR) flows, are assigned to specific traffic classes called SR classes. Multiple SR classes are possible, but the actual numbers for configuring the classes, which are given in the Qav standard, refer to Class A and Class B only. Such classes are guaranteed bounded delays over seven hops in the network. The SR flows are reserved bandwidth in advance, but to be provided with guaranteed upper bounds on the frame end-to-end delays, they need to adhere to some per-class configuration rules. Such rules, defined in the form of Traffic Specifications (TSpecs), are defined in the IEEE 802.1Qav [22] standard (now part of the IEEE 802.1Q [23] since 2014). For each SR class, the TSpecs cap both the maximum frame size and the maximum number of frames belonging to the class that can be sent in a given time interval, called a class measurement interval.



However, AVB was not still enough for the time-critical and safety-critical flows typically found in industrial and automotive applications (e.g., advanced driver assistance systems, automated driving), which require deterministic communications and very high reliability. To remedy such short-comings, the Time-Sensitive Networking (TSN) standards were introduced to provide such properties.



TSN is a family of standards which tackle several aspects. Among them are reliable time synchronization [24], support for scheduled traffic (ST), i.e., a traffic class that requires to be transmitted following a given timing [25], per-stream filtering and policing [26] (both enrolled in the IEEE 802.1Q standard [27] since 2018), frame replication and elimination mechanisms to improve reliability, and many others. As the TSN standards are a flexible toolkit, the network designer can pick the features and mechanisms that match the requirements of the context under consideration and combine them in a modular design, also leveraging the IEEE 802.1Qcc [28] standard for configuration purposes, to fulfill the requirements of diverse application contexts, e.g., industrial, consumer, and automotive.



Another interesting step forward in dealing with RT traffic over TSN networks for in-car communications is a recent online approach that, instead of statically binding each flow to a given traffic class, handles all the frames, both periodic and event-driven (ED), according to the Earliest Deadline First (EDF) scheduling algorithm. The motivation for such a deadline-aware approach, called Deadline-TSN (D-TSN) [29], is that it allows to deal with periodic and event-driven RT frame online and in a uniform way. D-TSN applies an EDF-based approach, which is implemented by leveraging the IEEE 802.1Qci standard on each hop in their path from the source to the destination. D-TSN offers several benefits. First, it is an online scheduling approach, and therefore it does not require offline schedule calculations. Second, as multiple priority levels are available, it is able to support several classes of RT event-driven traffic. Finally, it maintains the standard Ethernet frame format, and therefore it does not introduce any additional frame overhead.



What is missing in D-TSN is the support for ST. For this reason, this work proposes an approach, called Deadline-ST (D-ST), which builds upon D-TSN and extends it in a way that combines the flexibility offered by online deadline-aware scheduling with the support for ST.



The main contributions of the paper are the following:




	
The detailed design of D-ST, which allows for transmitting periodic, RT event-driven, and scheduled traffic within a common framework.



	
A simulative assessment of D-ST in a realistic automotive scenario.








The progress beyond the state of the art is that D-ST is able to combine in a single framework three important properties for automotive communications, i.e., (i) the ability to flexibly provide multiple priorities to RT event-driven frames, through online EDF per-frame scheduling, (ii) the ability to guarantee the temporal isolation for time-driven flows, and (iii) the full compliance with the TSN standards. With D-ST, the diverse automotive RT traffic types can obtain the best service from the network without the need for hardware modifications in the Ethernet switches, and this is what the current research on TSN-based automotive communications is mainly striving for. In this context, D-ST is, therefore, a feasible and appropriate solution for automotive communications over TSN networks.



The structure of the paper is the following. Section 2 recaps the relevant literature. Section 3 outlines the TSN standard mechanisms exploited by D-ST. Section 4 describes the D-ST design, and Section 5 presents simulative assessments of D-ST. Finally, Section 6 concludes the paper and outlines further research threads.




2. Related Work


While the TSN family of standards keeps growing, thanks to the efforts of the IEEE 802.1 Working Group, recent research has addressed aspects such as the support for RT traffic dynamically added to the network. In fact, in some automotive applications, new flows can be triggered during the system operation by an event, for instance, the connection of trailers to cars or trucks [30]. To deal with this problem, some bandwidth partitioning mechanisms able to accommodate new flows without affecting the temporal guarantees of the already existent ones were proposed [31]. Among the works dealing with RT event-driven traffic in automotive communications, the one in [32] proposed the introduction of a new traffic class, called the ED RT class, and new bandwidth configuration and management mechanisms to provide very low end-to-end delay to RT event-driven flows. ED traffic is also supported by the IEEE 802.1Qcr-2020 [33] standard, which specifies the Asynchronous Traffic Shaping (ATS), i.e., a per-flow token-bucket shaping mechanism that can be used to transmit ED traffic.



With the introduction of the TSN family of standards, many works addressed schedulability analysis and scheduling algorithms for traffic flows on time-sensitive networks [34,35,36,37,38,39,40]. The work in [41] proposed a heuristic scheduling approach for time-driven flows while the work in [42] presented a solution to statically schedule time-driven flows according to an EDF-based policy. Such approaches are helpful for offline configuration, but they do not support ED flows. To accommodate novel applications, and hence the introduction of additional flows during the network operation, the works in [30,43] proposed the use of the Software-Defined Networking (SDN) paradigm [44,45,46], which (i) enables a flexible and easy resource allocation [47] thanks to the separation of the centralized control plane from the data plane, and (ii) allows to change the network configuration at run time through lightweight online scheduling [48,49]. To cope with dynamic reconfiguration using the ATS, the work in [50] addresses a configuration technique for the main parameters of the ATS that have an influence on the communication latency. However, the configuration parameters need to be set at design time and their calculation is a complex task [51]. For this reason, the approach in [50] adopts a Satisfiability Modulo Theories (SMT) solver for the configuration. However, the ATS is not suitable for guaranteeing determinism to time-driven traffic flows. The works in [52,53] propose tools for calculating schedules according to the IEEE 802.1Qbv standard to handle both ST and BE traffic. The goal of both works is to schedule flows using a time-driven approach and calculate the schedule so as to improve the latency of BE flows. However, every time a new RT flow is added, the entire schedule has to be recalculated from scratch. The work in [54] combines the Cyclic Queuing and Forwarding defined in [27] with the support for scheduled traffic. The approach in [54] provides a flexible way to schedule periodic and aperiodic RT traffic, but it cannot be implemented on IEEE 802.1Q legacy devices, as the transmission queues are handled according to policies that are not supported by the standard [27]. The approach presented in [55], called E-TSN, uses the transmission gate mechanism defined in the IEEE 802.1Q standard to create time-slotted transmissions. Some timeslots are reserved for ST transmissions, while other timeslots are shared among ED traffic flows. The approach in [55] allows for the transmission of both ED and ST traffic, but without RT guarantees for ED traffic. Moreover, as timeslots are reserved to the ED traffic, there is a potential bandwidth waste if there are no ED frames in the queue.



The D-TSN approach proposed in [29] is able to support dynamic reconfiguration and to deal with multiple classes of ED flows by realizing online frame scheduling according to the EDF policy [56], but it does not provide support for deterministic communications.



Comparing with the previous works, the approach here proposed for TSN-based networks, i.e., D-ST, is able to both handle dynamic RT flows and to encompass all the different types of RT traffic, i.e., periodic, event-driven, and time-driven, in a common framework, while meeting their diverse time requirements.



Table 1 shows a qualitative comparison among some of the abovementioned related works. In particular, the second and third columns show if and how well the approaches support RT event-driven traffic and scheduled traffic, respectively. The fourth column refers to the compliance with the IEEE 802.1Q standard, while the last column gives the scheduling granularity, i.e., per-class, per-flow, or per-frame. The approaches that provide the best results for each property are those with a higher number of checkmarks.



The best support for RT event-driven traffic is offered by D-TSN, Hybrid-TSN, and D-ST, thanks to the scheduling policies adopted. Hybrid-TSN and D-ST are also able to offer temporal isolation to ST traffic, with the notable difference that D-ST is fully compliant with IEEE 802.1Q-2018 switches, while Hybrid-TSN requires special handling of the transmission queues. Moreover, D-ST provides a better scheduling granularity, i.e., per-frame.




3. Background


The IEEE 802.1Q-2018 [27] is one of the main reference standards in the TSN family. It defines the functionality of the switches (bridges according to the IEEE terminology) as well as the operation of one or many switches in a Switched Ethernet network. A relevant standard is the IEEE 802.1AS-2011 [20], which specifies protocols to synchronize the local clocks of end nodes and switches. Its 2020 revision, i.e., the IEEE 802.1AS-2020 [24], improves the clock synchronization reliability and introduces replication mechanisms to cope with switch fault or frame loss.



According to [27], in the switches and the end nodes, each Ethernet port has a number of transmission queues, ordered by priority from 0 to 7. The frame to be transmitted is chosen according to the Strict Priority (SP) selection algorithm defined in [27], which picks the frame that is the head of the highest priority queue available for the transmission. Figure 1 shows an example of Ethernet port forwarding architecture. The SP is the green block in Figure 1.



3.1. IEEE 802.1Qbv


To introduce the support for ST, the IEEE 802.1Qbv, now included in [27], applies a transmission gate mechanism to the egress queues of a switch port (red blocks in Figure 1), which enables time-driven transmissions, i.e., transmissions that follow a predefined time schedule leveraging the common notion of time realized by the IEEE 802.1AS standard. To this aim, transmission gates are placed at the output of the transmission queues. In particular, there is one transmission gate for each transmission queue and each gate maintains a state (open or closed). When a transmission gate is closed, no frame from the queue is eligible for transmission. Conversely, when the transmission gate is open, the frames can be selected for transmission according to the SP selection. The state of the transmission gates is modified following a transmission gate control list that cyclically repeats, following a transmission gate cycle. Each operation in the transmission gate control list is activated at a precise instant within the transmission gate cycle. Moreover, the IEEE 802.1Qbv standard implements a mechanism that prevents any lower-priority (i.e., non-ST frame) transmission that would exceed the transmission gate closing time. This way, ST flows do not experience jitter due to the ongoing transmission of a lower priority frame.




3.2. Per-Stream Filtering and Policing (PSFP)


The IEEE 802.1Qci—PSFP introduces new functionalities, such as per-stream metering and monitoring, error detection, and error mitigation. To improve reliability, PSFP allows for blocking a stream or a port so as to enforce error containment and to prevent the error propagation. By applying ingress policing and filtering, PSFP improves security by blocking the source of unforeseen or noncompliant traffic. PSFP defines the stream gates, which are placed on top of the transmission queues (blue blocks in Figure 1). Stream gates are traversed by frames, and each frame is mapped to a single stream gate. The PSFP mapping may use one or multiple fields of the Ethernet frame VLAN tag to assign a stream gate to the frame [27]. The stream gates maintain the status of their gates (open or closed) and an Internal Priority Value (IPV). If a gate is closed, the frames traversing it are dropped, otherwise the frames are forwarded to the priority transmission queue assigned by the stream gate IPV. Both the stream gate status and IPV are modified following a stream gate control list, i.e., a list of operations that cyclically repeats. The repetition cycle is called a stream gate cycle. Each operation in the stream gate control list is activated at a precise instant within a stream gate cycle. Using the PSFP, it is possible to change the mapping between the frames and transmission queue (i.e., the priority) over time.





4. Design


This section presents the design of D-ST, the common framework here proposed to uniformly deal with the different types of RT traffic, i.e., periodic, time-driven, and event-driven. In particular, D-ST combines the flexibility of online EDF frame scheduling for both periodic and ED traffic with the ability to guarantee temporal isolation to ST. The solution here presented, D-ST, builds upon the D-TSN approach proposed in [29] and extends it by exploiting the transmission gates provided in [27] to isolate the transmissions of the ST. In particular, in D-ST, the highest priority transmission queue is reserved to ST, and a proper configuration of the gate mechanism prevents low-priority frames from delaying the transmission of ST frames. Although the ST traffic is transmitted with the highest priority, its impact on the frames of the periodic or ED flows that are transmitted following the EDF policy is low, bounded, and easy to calculate.



The following subsections address the D-ST design.



4.1. Overview


Here, similar to in D-TSN, the PSFP is used to change the flows’ priority based on a time schedule. In particular, using a suitable configuration of the PSFP, the property of changing the queue to which the incoming frames are enqueued is exploited in order to implement the EDF policy within the switches. The frames are scheduled online and this allows D-ST to support ED traffic.



Both the switches and the end nodes need to be fully compliant with both the [27] and the [24] standards. At the physical layer, full-duplex Ethernet connections at a fixed data rate ( δ ) are also required. D-ST transmissions use a given number of transmission queues in each port. Such a value, here referred to as Q, is chosen, taking into account that the highest priority queue is reserved to ST, and therefore it is not used for EDF scheduling. Moreover, if BE traffic is present, to make sure that the RT frames would always be transmitted with a higher priority than the BE frames, the latter would be reserved the lower priority transmission queue and would exploit the spare bandwidth left by the traffic with higher priority. In this case, also the lower priority queue would not be used for EDF scheduling.



The switches are required to be fully compliant with the PSFP, while the end nodes are not required to have this property. In D-ST, a given number of stream gates are used to enable deadline-based frame priority. Such a number, here called N, is configured to be a multiple of Q and its maximum value depends on the adopted hardware. Each flow   F i   has a relative deadline   D i  .



According to the PSFP standard, a frame can be mapped to a stream gate according to the value of one or multiple Ethernet frame fields. In D-ST the mapping is based on the 12-bit VLAN Identifier (VID) value. In particular, the stream gate control list rules have to be defined so that the IPV of each stream gate is shifted at regular time intervals. This way, as time passes, the incoming frames traversing a given stream gate (i.e., the one corresponding to the frame VID value) are enqueued to higher priority queues. For each VID, the stream gate control list follows a cyclical priority shifting. In D-ST, the period of the cyclical shifting is equal to the number of stream gates used multiplied by the time unit. Moreover, the number of rules is equal to the number of queues used.



The following subsections describe, in detail, the frame transmission mechanisms for the end nodes and for the switches, respectively.



4.1.1. Configuration of the Switches


The stream gates of the switches in D-ST are always open and their stream gate control list is configured once at deployment time. The frame absolute deadline in the switches is encoded in the VID value, which also associates a frame to a stream gate. In D-ST, the number of used VIDs is equal to the number of stream gates N. The first VID starts with   V I  D 0    and the others VIDs are assigned consecutive values, i.e.,   V I  D 1  = V I  D 0  + 1 , . . . , V I  D  N − 1   = V I  D 0  +  ( N − 1 )   . The stream gate control list is configured to be modified at a constant interval, called a time unit (u), within a stream gate cycle. The time unit determines the granularity in encoding of the absolute deadlines. The frames enqueued in the same transmission queue are selected in a first-in first-out (FIFO) order. The number of rules in the stream gate control list is equal to the number of stream gates used for D-ST scheduling. In particular, the stream gate control list is configured so as to change the IPV of each gate over time, according to the following function:


  I P V  ( t , S G )  =        s  ( t )  + S G − 1 − V I  D 0   × Q  N      mod  Q   



(1)




where Q indicates the number of queues in each port used for D-ST transmissions, N is the number of stream gates used for EDF scheduling,   S G   is the index of the stream gate (starting from 0 to N − 1), and   s ( t )   counts the time units elapsed since a reference time   t 0  , here assumed to be    t 0  = 0  .


  s  ( t )  =    t u     



(2)







In Function (2), u is the time unit, i.e., a constant interval that determines how often the stream gate control list is modified within a stream gate cycle.



When the stream gate control list is calculated, it is configured in the switches only once during deployment.




4.1.2. Configuration of the End Nodes


At the end nodes, D-ST runs a software component that assigns a VID and a priority to a frame before transmitting it to the Ethernet port. When a frame   f  i , j    is generated, the software component calculates the frame absolute deadline   d  i , j   , given by the sum of the arrival time of the frame   a  i , J    and the relative deadline of the flow   D i  . The VID is calculated as


   V  i , j   = N −      (  d  i , j   −  τ b  )   mod   T C   u    + V I  D 0   



(3)




where   τ b   represents the time required to transmit 1 bit and   T C   is the duration of the stream gate cycle, calculated as    T C  = N × u  .



Each sender node is allowed to transmit a frame only when the following conditions are met:


       d  i , j   − t > u        d  i , j   − t ≤ N ∗ u      



(4)




where t is the current time. Moreover, the software component calculates the frame priority to be added in the PCP field of the Ethernet frame. To avoid any additional frame processing delay, the PCP is calculated right before the frame transmission to the Ethernet port, using the following function:


  P C  P  i , j    ( t )  = Q − 1 −     (  d  i , j   −  τ b  − t ) × Q   T C      



(5)







This way, the frame transmission will be scheduled with a priority that is a function of the absolute deadline.





4.2. Combining Scheduled Traffic Support with EDF Scheduling


A limitation of the D-TSN approach in [29] is that EDF scheduling may introduce jitter on the frame transmission, thus making it unsuitable for time-driven flows.



D-ST overcomes this problem by combining D-TSN with the Enhancements for Scheduled Traffic defined in [27]. In particular, in the proposed combination, the highest priority queue is reserved to the ST, which is transmitted according to the gate mechanism provided by [27], while the remaining queues implement EDF scheduling for the other RT traffic classes. As a result, when ST transmissions are scheduled, the transmission gate of the ST queue will be open and the gates of the remaining queues will be closed. The non-ST frames may, therefore, experience a delay due to both the ST frame transmission and the gate temporal isolation mechanism, which prevents starting a non-ST frame transmission that could not complete before the next ST queue gate opening. However, as the ST frames are scheduled and their transmission times are a priori known, the additional delay they introduce on non-ST frames can be easily calculated. Conversely, when no ST traffic transmissions are planned, the ST queue gate will be closed, while the other gates will stay open.



Figure 2 shows the forwarding process of an Ethernet switch port with a snapshot of each stream gate status at a generic time t. Note that for each Stream Identifier (SID) the stream gate IPV changes over time.



When a frame arrives to the Ethernet switch port, it is associated with a stream gate according to the frame VID value. For instance, in Figure 2 the VID no. 2 is associated with the stream gate with index 2, i.e.,   S G = 2  . The stream gate 2 at time t has the IPV equal to 3, therefore the frames traversing the stream gate 2 are enqueued to the transmission queue 3. In this example, N is equal to 7 and the VID 9 is out of the range   [ V I  D 0  , V I  D 0  +  ( N − 1 )  ]  , so the frames with VID 9 are not scheduled according to the D-ST policy previously described. In fact, VID 9 is associated with the ST traffic at stream gate 7. Such a stream gate never changes its IPV, therefore the ST frames traversing the stream gate 7 are always enqueued to the highest priority queue, i.e., Q7.





5. Performance Assessment


The performances of D-ST were assessed using OMNeT++ [57,58], a simulation environment widely used both in academia [59,60] and in industry. The Network Simulator for Time-Sensitive Networking (NeSTiNg) [61], which extends the Internet Networking (INET) framework, was used to develop the simulation model.



The performance metrics adopted are the frame end-to-end delay (e2eDelay) and the absolute jitter (AbsJitter).



The e2eDelay of the i-th frame of the flow f (  e 2 e D e l a  y  i , f    ) is the time interval between the frame generation at the source node (GenTime) and the complete delivery at the destination node (RxTime) measured at the application level, given by Equation (6).


  e 2 e D e l a  y  i , f   = R x T i m  e  i , f   − G e n T i m  e  i , f   .  



(6)







The absolute jitter of the flow f (  A b s J i t t e  r f   ) represents the widest span of e2eDelay values, defined as the difference between the maximum and the minimum e2eDelay measured for the flow f, as shown in Equation (7).


  A b s J i t t e  r f  = m a x  ( e 2 e D e l a  y f  )  − m i n  ( e 2 e D e l a  y f  )  .  



(7)







The following subsections present the simulative assessment of D-ST in a realistic automotive scenario.



5.1. Scenario


The considered scenario, similar to the one presented in [32], is shown in Figure 3 and consists of several nodes, i.e., Light Detection and Ranging (LiDAR), ultrasonic sensors, radars and cameras all connected to four peripheral Electronic Control Units (ECUs) that send raw and aggregated sample data to a centralized controller.



Table 2 shows the flow parameters of the assessed scenario.



As shown in Table 2, each ECU transmits to the controller an ED data flow, here called ADAS sensors, consisting of bursts of frames generated following a random distribution. For example, such data could consist of maps for obstacle detection performed by radars to be included in the Advanced Driver Assistance System (ADAS). All the peripheral ECUs transmit the same flows. Each flow in Table 2 consists of periodic messages or ED messages with a specific size, e.g., 43 KB for the Video flow. The simulated network operates at 1 Gbps. The deadlines of LiDAR and Ultrasonic flows are set equal to their periods, while the deadlines of the ADAS sensors flows and the video flow are set to 1 ms and 10 ms, respectively.



This section presents the results of two comparative performance assessments. The first comparison is between D-ST and an approach that applies some of the TSN protocols enrolled in [27], i.e., the Credit-Based Shaping, the enhancements for ST (i.e., the transmission gate mechanism for the ST class), and the Strict Priority selection algorithm. Here, such a configuration is called Time-Sensitive Networking with Scheduled Traffic (TSN-ST). The second comparison is between D-ST and D-TSN.




5.2. Comparison between D-ST and TSN-ST


In the D-ST configuration, the two ST flows, i.e., the LiDARs and Ultrasonic flows, are mapped to the highest priority queue, which is reserved to the ST class, while the other flows are handled according to the EDF-based policy. Instead, in the TSN-ST configuration, the LiDARs and Ultrasonic flows are mapped to the ST class (i.e., queue 7), the Video flows are assigned to the SR class A (i.e., queue 6) and undergo the CBS, while the ED ADAS sensor flows are mapped to the highest-priority BE queue, (i.e., queue 5).



Table 3 shows the maximum e2eDelay values obtained for all the flows.



As shown in Table 3, for the LiDAR and Ultrasonic flows the maximum frame e2eDelays are the same with both approaches, as this traffic is isolated from the other traffic classes. The ADAS sensors flows with D-TSN obtained a maximum frame e2eDelay equal to 0.45 ms, and therefore no deadline miss occurred. Conversely, using TSN-ST, the ED traffic experiences deadline miss, as the maximum e2eDelay is equal to 1.56 ms, while the flow’s relative deadline is 1 ms. This is because with TSN-ST the ED traffic is affected by the interference of both the ST traffic and SR traffic, which are mapped to the two highest-priority classes. Conversely, in both configurations, Video flows do not experience deadline miss. In the TSN-ST configuration, Video flows obtained a slightly lower maximum delay, as such flows have the second highest priority, therefore they do not suffer from the interference of ED traffic. On one hand, this results in lower delays for Video flows, but, on the other hand, this configuration determines deadline miss for the ADAS sensors flows.



The relative deadline D of each frame of the video flow, here called   D  V i d e o ,  f i    , is calculated according to the following equation:


   D  V i d e o ,  f i    =   D  V i d e o    B u r s  t  d i m     × n  o f  ,  



(8)




where   B u r s  t  d i m     is the number of frames a message of the Video flow is split in, and   n  o f    is the frame id within the frame burst. The ST flows, i.e., LiDAR and Ultrasonic, experience a null jitter in both configurations.



To summarize, comparing with TSN-ST, D-ST significantly reduces the end-to-end delay of ED flows (i.e., the ADAS sensors flows) thanks to the frame online EDF scheduling. Moreover, D-ST achieves the same performance for the jitter-sensitive ST flows (LiDAR and Ultrasonic), and better performance for the ED flows, without a significant impact on the periodic RT traffic (i.e., Video).




5.3. Comparison between D-ST and D-TSN


The simulations of D-TSN and D-ST were run with the network configuration parameters set as in Table 4.



Table 5 shows the maximum e2eDelay values obtained for all the flows.



As expected, the e2eDelays of LiDAR and Ultrasonic flows in the D-TSN configuration are higher than those obtained using the D-ST configuration, as D-TSN does not support scheduled transmissions. The jitter for LiDAR and Video flows is equal to 40  μ  s and 1  μ  s, respectively; nevertheless, with D-TSN, no deadline miss are experienced. In fact, the maximum e2eDelays of LiDAR and Ultrasonic flows are always lower than their relative deadlines. Moreover, the two approaches obtained the same maximum e2eDelay values for the ED traffic (i.e., the ADAS sensors flows) and similar maximum e2eDelays values for the Video flow.



Summarizing, although D-TSN is able to serve jitter-sensitive flows without deadline miss, it is evident that the EDF schedule cannot avoid jitter, whereas D-ST offers a null jitter to ST flows at the expense of a negligible delay increase for the periodic RT flows.





6. Conclusions


This paper proposed D-ST, a solution that combines the flexibility of online EDF scheduling with the temporal isolation offered by the transmission gate mechanism. D-ST is able to satisfy the requirements of all the RT traffic classes typically found in automotive communications while maintaining the full compliance with the IEEE 802.1Q-2018 standard. This property makes D-ST able to support a broad range of automotive applications over TSN networks, without hardware modifications in the Ethernet switches.



Future work will address how to exploit stochastic [62,63,64] and worst-case [39] analysis for admission control to automatically admit new flows in the network or reject them. Furthermore, extensive experiments with commercial off-the-shelf (COTS) devices will be carried on.
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The following abbreviations are used in this manuscript:



	AbsJitter
	Absolute jitter



	ADAS
	Advanced Driver Assistance System



	ATS
	Asynchronous Traffic Shaping



	AVB
	Audio Video Bridging



	BE
	Best-effort



	CBS
	Credit-Based Shaping



	COTS
	Commercial off-the-shelf



	D-ST
	Deadline-ST



	D-TSN
	Deadline-TSN



	e2eDelay
	End-to-end delay



	ECU
	Electronic Control Unit



	ED
	Event-driven



	EDF
	Earliest Deadline First



	INET
	Internet Networking



	FIFO
	First-in first-out



	IPV
	Internal Priority Value



	LiDAR
	Light Detection and Ranging



	MAC
	Medium access control



	MDPI
	Multidisciplinary Digital Publishing Institute



	NeSTiNg
	Network Simulator for Time-Sensitive Networking



	OMNeT++
	Objective Modular Network Testbed in C++



	PSFP
	Per-Stream Filtering and Policing



	RT
	Real-time



	SDN
	Software-Defined Networking



	SID
	Stream Identifier



	SMT
	Satisfiability Modulo Theories



	SP
	Strict Priority



	SR
	Stream Reservation



	ST
	Scheduled Traffic



	TSN
	Time-Sensitive Networking



	TSN-ST
	Time-Sensitive Networking with Scheduled Traffic



	TSpecs
	Traffic Specifications



	VID
	VLAN Identifier



	VLAN
	Virtual LAN
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Figure 1. Ethernet port forwarding architecture according to the IEEE 802.1Q-2018. 
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Figure 2. Ethernet port forwarding architecture according to D-ST. 
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Figure 3. The simulated scenario. 
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Table 1. Comparison of state-of-the-art transmission approaches.






Table 1. Comparison of state-of-the-art transmission approaches.





	Approach
	RT Event-Driven Flows
	Scheduled Traffic
	IEEE 802.1Q Standard Compliance
	Scheduling Granularity





	AVB [21,22]
	-
	-
	yes
	per-class



	AVB+ST [21,22,25]
	-
	✓✓✓
	yes
	per class



	ATS [33]
	✓✓
	-
	yes
	per-flow



	EDSched [32]
	✓✓
	✓✓✓
	yes
	per-class



	D-TSN [29]
	✓✓✓
	-
	yes
	per-frame



	Approach in [52]
	✓
	✓✓✓
	yes
	per-flow



	Approach in [53]
	✓
	✓✓✓
	yes
	per-flow



	Hybrid-TSN [54]
	✓✓✓
	✓✓
	no
	per-flow



	E-TSN [55]
	✓✓
	✓✓
	yes
	per-class



	D-ST
	✓✓✓
	✓✓
	yes
	per-frame
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Table 2. Flow parameters.






Table 2. Flow parameters.





	Flow
	Size (KB)
	Workload    L  SW , Ctr     (Mbps)
	Period (ms)
	Relative Deadline (ms)
	Type





	LiDAR
	0.25
	0.93
	10
	10
	Periodic



	Ultrasonic
	0.10
	0.23
	20
	20
	Periodic



	ADAS sensors
	10
	34
	uniform (10–100)
	1
	Event-driven



	Video
	43
	100
	16
	10
	Periodic
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Table 3. Simulation results: maximum end-to-end delay.
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	Flow
	Deadline (ms)
	D-ST Max e2eDelay (ms)
	TSN-ST Max e2eDelay (ms)





	LiDAR
	10
	0.01
	0.01



	Ultrasonic
	20
	0.01
	0.01



	ADAS sensors
	1
	0.45
	1.56



	Video
	10
	8.50
	7.90
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Table 4. Network configuration parameters for D-TSN and D-ST.
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	Parameter
	Time Unit    u   ( μ s )   
	Number of Stream Gates (N)
	Number of Queues Used for EDF Transmissions per Ethernet Port (Q)





	D-TSN
	220
	8
	8



	D-ST
	220
	7
	7
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Table 5. Simulation results: maximum end-to-end delay.
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	Flow
	Deadline (ms)
	D-ST Max e2eDelay (ms)
	D-TSN Max e2eDelay (ms)





	LiDAR
	10
	0.01
	8.29



	Ultrasonic
	20
	0.01
	18.26



	ADAS sensors
	1
	0.45
	0.45



	Video
	10
	8.50
	8.28
















	
	
Publisher’s Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.











© 2022 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https://creativecommons.org/licenses/by/4.0/).






media/file4.png
ST queue:

. EDF queues

PSFP
SIDO SID1 SID 2 SID 3 SID 4 SID5 SID 6 SID7 |!
Prio: O Prio: 1 Prio: 2 Prio: 3 Prio: 4 Prio: 5 Prio: 6 Prio: 7]
VID: O VID: 1 VID: 2 VID: 3 VID: 4 VID: 5 VID: 6 VID: 9] .

! ! | | | ! .

sG#0 | [sG#1| [sc#2| |sc#3| [sc#4a| |[sc#5| |[sc#e| i [sG#7 | |>tream
IPV 1 IPV 2 IPV 3 IPV 4 IPV 5 IPV 6 IPV 0 ipv 7 | i | 9ates (5G)
| | | | | | |
A
Qo0 Q1 Q2 Q3 Q4 Q5 Q6 || Q7
1
EPriority =

ITG#o| |Te#1| [TG#2| [TG#3| [1G#4| [TG#s| [TG#6] |TG'#7|§

\ Strict Priority selection /

‘ Ethernet MAC and Physical Layer ‘






nav.xhtml


  asi-05-00125


  
    		
      asi-05-00125
    


  




  





media/file0.png





media/file2.png
!

Per-Stream Filtering and Policing (PSFP) - (IEEE 802.1Qci)

Stream Stream I Stream St -
ID #1 ID #2 D #S ream filters
Stream Stream I Stream <t ;
Gate #1 Gate #2 Gate #N ream gates

R I

QO Q1 Q2 Q3 Q4 Q5 Q6 Q7 Transmission

-—

queues

Priority

' ' Credit-based Shapers
CBS B| [CBS_A for SR traffic (IEEE 801.1Qat)

’ i Transmission
TG#0 TG#1 TG#2 TG#3 TG#4 TG#5 TG#6 TG#7 gates (IEEE 802.1Qbv)

N I M A A T B

Strict priority selection

'

Ethernet MAC and Physical Layer |






media/file5.jpg





media/file6.png





media/file3.jpg
EDF quevies

PSFP.
Sb0| [So1] [S6Z] [503] [64] [Sb5] [T66]}[07
prio:0| |prios 1| [prior2| |prio: 3| [prio:a| |eriors| Prio: 7
vio:o| |wipa] [vie:2| |vio:3] [wora] |vio:s] [wioe] i |vioo
scao| [sc#1] [so#z| [sc#3] [sc#a| [sces| [scwe]i[sce7

1?7

Stream
gates (5G)

o7

Priority

[G#0] [tG#1] [fo#2] [Te#3] [TG#a] [1G#s] [TG#g]

[T6#7]

Strict riorty selection

1

Ethemet MAC and Physical Layer

Transmission
qates (TG)






media/file1.jpg
I

Per-stream Fitering and Policing (PSFP) - IEEE 802.10ci)

Fream |~ [Stveam [ream
jp#” | [o%2" | **r oS stream fiters
Fream | [tveam [Sream

oate#| [caenz] **v [oacan| - Streomootes

Voiatboodan®palaadoe ool

os | | as| | Q7| mansmission

queues

priosity

Credi-based Shapers
65 8| |ces 4| for SR traffc IEEE 801.10a1)

Transmission
t6r0| [16#1| (1642 |1G#3| [reee| [to#s| [1ers| [T6#7| gaes dece 8021000

] 1 1

Stic prority selection

1

Ethernet MAC and Physical Layer






