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Abstract: The modern sedentary lifestyle is negatively influencing human health, and the current
guidelines recommend at least 150 min of moderate activity per week. However, the challenge is
how to measure human activity in a practical way. While accelerometers are the most common tools
to measure activity, current activity classification methods require calibration studies or labelled
datasets—requirements that slow the research progress. Therefore, there is a pressing need to classify
and quantify human activity efficiently. In this work, we propose an unsupervised approach to
classify activities from accelerometer data using hidden semi-Markov models. We tune and infer the
model parameters on accelerometer data from the UK Biobank and select the optimal model based
on features used and informativeness of the prior. The best model achieves an average correlation of
0.4 between the inferred activities and the reference ones, with the overall physical activity obtaining
a correlation of 0.8. Additionally, to prove the clinical significance of the method, we validate it by
performing a linear regression between the inferred activities and anthropometric measures such as
BMI and waist circumference. We show that for a sedentary behaviour and total physical activity,
the proposed method achieves comparable regression coefficients to the reference labelled dataset.
Moreover, the proposed method achieves a good agreement with a labelled dataset for daily time
spent in a sedentary behaviour and total physical activity. The unsupervised nature of the method
allows for a data-driven classification that does not require calibration studies or labelled datasets
and can thus facilitate both clinical research as well as lifestyle recommendations.

Keywords: activity classification; accelerometer; hidden Markov models; wearable sensors;
UK Biobank

1. Introduction

Current national guidelines suggest that people engage in at least 150 min of moderate
activity per week (or 75 min of vigorous activity). These guidelines are supported by
years of research showing that active individuals have reduced risks of cardiovascular
disease, cancer and mortality [1,2]. Recently, some countries such as Australia and the
UK have introduced guidelines to reduce sedentary behaviour, but sufficient evidence is
lacking for specific time-based recommendations. Likewise, the current research evidence
is not enough to advise on the type and intensity of activity one should engage in during
nonsedentary time [3]. More research is needed to collect further evidence to inform
such guidelines.

Accelerometers are vital in collecting data to understand the effects of physical be-
haviours and support guideline development. Data collected through accelerometers can be
processed to classify the type and intensity of activities through various signal processing
techniques. The most common method to classify human activity is the cut-off or threshold-
ing approach. The method requires the development of a calibration study to measure the
acceleration magnitude while engaging in activities of varying intensities. The acceleration
magnitude is then regressed against the metabolic equivalent (MET) values for the recorded
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activities to obtain device-specific cut-off values. Conventionally, two cutoffs of 1.5 and
3 METs are used to split activity into sedentary, light intensity and moderate-to-vigorous
intensity [4,5]. Cut-off points are developed using studies carried out in laboratory settings,
which are not reflective of free-living conditions. Calibration studies are required practically
for every study, as applying established cutoffs could create biased results due to them
being established on different populations, devices and activity types. As Ref. [6] found,
even when using the same accelerometer device, the cut-off points ranged from 191 to
2743 counts-per-minute (CPM) for moderate-intensity activity and from 4945 to 7526 CPM
for vigorous-intensity activity, depending on whether the calibration was done on labora-
tory or free-living activities, reflecting the poor generalisability of the cut-off approach.

Supervised machine learning can be applied to accelerometer data to recognise activi-
ties. Such methods require a large number of labelled data to train the models, which can be
hard to obtain in free-living settings. For example, it could require the participants to com-
plete a very detailed activity log, which does not guarantee the accuracy of the labelled set
as it is subject to recall bias. Willets et al. [7] achieved a high accuracy (≥90%) with random
forests paired with a hidden Markov model, but used a ground-truth set of labelled data
acquired with a camera to train their model, which is extremely resource ineffective and
would require participants to wear a camera for several days, on top of their accelerometer.
Alternative solutions include training the model on laboratory-acquired acceleration data,
but the prediction accuracy of the classification model can be reduced by 20–30% when
cross-validated on free-living acceleration data [8]. Furthermore, using existing data sets to
train a model would not be feasible, given the heterogeneity in the population, device type
and placement. A further problem related to conventional supervised methods is that they
do not capture the time dependence of the data and assume the data to be independent [9].

Unsupervised learning methods offer a viable alternative to the methods outlined
above without requiring labelled data. Clustering methods are at the heart of unsuper-
vised learning, and standard techniques such as K-means [10,11] and Gaussian mixture
models [11] have been applied to human activity recognition. However, simple clustering
has some disadvantages when it comes to accelerometer data, mainly because the data are
assumed to be independent and, consequently, the time dependency is lost. When dealing
with accelerometer data, time dependency is a feature that we do not want to lose, as it can
help distinguish between two activities which would otherwise be quite similar.

Hidden Markov models solve the time-dependency issue by representing and learn-
ing the data through the exploitation of their sequential characteristics [12]. They have
been found to outperform both K-means and Gaussian mixture models when used for the
classification of activities recorded in laboratory settings [9]. However, when recording
data in free-living conditions, we are presented with a much more complex set of activ-
ities, which hinder HMM performance because HMM models the duration of the states
implicitly as a geometric distribution, which is unlikely to be particularly informative for
modelling the activity duration [13]. State duration is another critical feature for human
activity classification when dealing with activities that have similar acceleration profiles
but differ in duration, and it significantly impacts the prediction accuracy of the model [13].
Consequently, we introduce hidden semi-Markov models (HSMMs), which solve the issues
mentioned above by modelling the classification problem as an HMM but include an
explicit distribution for the state duration, which is related to the number of observations
emitted by the state. This is also the main difference between HSMMs and HMMs, as the
latter only have one observation being emitted from each state, and the state duration is
implicitly modelled through self-transitions. An HSMM was previously used to segment
accelerometer data by Van Kuppevelt et al. [14], who found a small correlation between
HSMM-inferred states and states found with the cut-off method. However, this may be
because the study did not perform model selection by testing different feature spaces and
other parameters such as duration and observation priors hyperparameters. Therefore,
the potential of the HSMM’s inference remains unexplored. Moreover, they did not assess
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the usefulness of inferring physical behaviours through an HSMM in epidemiological
studies, and thus the feasibility of HSMMs in epidemiological research remains unclear.

In this work, we address the problem of the unsupervised classification of human
activity by using accelerometer data. The methodology that we used is based on HSMM.
We assess the ability of the HSMM to make a correct inference, by first tuning the HSMM
parameters to optimise the inference performance. Then, we investigate the ability of the
HSMM approach to be useful for epidemiological studies, with the examples of associa-
tion between anthropometric data and physical behaviours. In particular, we assess the
association between body mass index (BMI) and waist circumference (WC) and sedentary
behaviour, moderate-intensity activity and light-intensity activity [15,16].

2. Materials and Methods
2.1. Dataset

The sample used in the analyses was selected among the participants from the UK
Biobank, a database of over 500,000 adults aged 37–73 recruited in the UK between 2006 and
2010. The UK Biobank concept and design are described in detail in [17]. Physical activity
was measured for seven days in a subset of participants between 2013 and 2015 using a
wrist-worn triaxial accelerometer [18]. The triaxial acceleration data were captured over a
seven-day period at 100 Hz with a dynamic range of ±8 g. The labelled accelerometer data
provided by Willetts et al. [7] were used as a reference dataset to validate our method.

The ethics approval for the UK Biobank study was obtained from the North West Centre
for Research Ethics Committee (REC reference: 21/NW/0157). In addition, informed consent
for the UK Biobank study was obtained from participants during the baseline assessment.

2.2. Model Description

A diagram illustrating the mathematical model used in this work is shown in Figure 1.
The system is modelled as a set of states Si, which in this context represent the different
activities. The system remains in a given state for the duration Di, which is a random
variable. Then, it transitions to another state, and the whole process forms a Markov chain.
The transition parameters πi,j, i, j = 1, . . . , n form the transition matrix π, where πi,j is
the probability of transition from the state i to the state j. The corresponding observation,
or emission variables, denoted by y, form another layer, as shown in Figure 1. An HSMM
is fully modelled by the transition probability matrix π, observation sequence y and state
duration D, whilst the observations are the accelerometer data, either in raw form or as
features extracted from the raw data. An efficient Bayesian inference algorithm has been
described in [19] for the HSMM message-passing inference. It is based on the explicit-
duration hierarchical Dirichlet process HSMM (HDP-HSMM) and sampling algorithms
for efficient posterior inference. The HDP-HSMM(ζ, γ, H, G) with n states, parameters
ζ, γ and observation and duration parameter distributions H and G can be summarised
as follows:

δ ∼ GEM(ζ)

πi
iid∼ DP(γ, δ) i = 1, 2, . . .

(θi, ωi)
iid∼ H × G

Si ∼ πSi−1

Di ∼ g(ωi)

yti :t′i
iid∼ h(θi)

(1)

where the first line represents the sampling of the variable δ using a Dirichlet process with a
single parameter ζ—a special case of the Dirichlet process called stick-breaking distribution
(GEM) [20]. The next line denotes the sampling of the transition parameter from a Dirichlet
process (DP), with parameters γ and δ (iid means independent and identically distributed
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random variables). The third line represents the sampling of the parameters θ and ω from
distributions H and G (which we specify later). Then, the subsequent lines represent the
sampling of the state Si, duration Di and observation y, sampled from distributions g and
h (which are conjugate distributions of G and H).

Figure 1. The hidden semi-Markov model. Each state Si contains a Di number of observations y.
The state transitions are modelled by the transition probabilities πi,j. T denotes the total observation
time. The rest of the notation is explained in the main text.

The HSMM model parameters were estimated by using Bayesian inference. Bayesian
inference is ideal in this application, as it allows the incorporation of prior knowledge on
observed activity patterns through an appropriate prior distribution. For the prior distribu-
tion of the state duration, we used a Poisson distribution, with parameter λ equal to the
mean duration of each state. However, for the acceleration values which we observed, we
assumed a Gaussian prior with mean µ and variance σ2, since an HSMM with observations
modelled by a Gaussian performs better in comparison to other distributions in classifying
activities [21]. The parameters were estimated in a Bayesian manner with a hierarchical
Dirichlet process, which allows for the number of states to be unknown and estimated by
the algorithm [19]. The maximum number of states n and the maximum duration Dmax for
each state can be set to reduce training time.

However, for the Bayesian calculations, we need to know the λ in the Poison distribu-
tion, which might be difficult to be accurately directly estimated from the observed data.
The usual approach in that case is to use a conjugate prior of the Poisson distribution, which
is the Gamma distribution, instead of the Poisson distribution. The Gamma distribution
has two parameters α and β, which are related to λ with the relationship (λ = α/β). This
relationship can help us to estimate λ. Note that while here, we refer to the mean duration
λ, each state has its own estimated duration λi, such that ∑D

i=1 λi/i = λ. The choice of
the hyperparameters α and β is crucial for duration inference. Setting values for α and β
determines the effect that the data will have on the posterior: larger values imply larger
confidence. Several values for α and β were examined to select the most accurate model.

The same approach was adopted for the mean state magnitude µ, and a Gaussian
prior with parameters µ0 and σ0 was used. Table 1 shows a summary of the magnitude and
duration distributions and their priors with the corresponding parameters.

Table 1. Distributions and parameters for state duration and magnitude and their conjugate priors.

Duration Observations

Distribution Poisson Gaussian
Parameters λ µ, σ2

Conjugate prior Gamma Gaussian
Hyperparameter α, β µ0, σ0
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The HSMM model parameters were inferred with the Python library pyhsmm [19].

2.3. Model Validation

The performance of the model was evaluated by comparing the state inference to the
labelled accelerometer data provided by Willetts et al. [7]. Firstly, the total weekly time
spent in each activity was calculated. Pearson’s correlation coefficients were calculated
for each activity, and the agreement between the two methods was assessed with a Bland–
Altman analysis [22]. In order to enable such comparison, the inferred states were mapped
to the classified activities (sedentary behaviour, moderate-to-vigorous physical activity,
walking, light tasks and sleep) based on the Euclidean acceleration. Additionally, the use-
fulness of the HSMM-inferred activity for epidemiological research was validated through
a regression analysis by comparing the coefficients estimated using the HSMM-inferred
states and the activities classified by Willetts et al. [7]. Two known associations between
physical behaviours and anthropometric measures were chosen, namely BMI and WC. Data
from the UK Biobank were used for this purpose.

The accelerometer data from the UK Biobank were used in the association analyses
following a compositional paradigm [23]. In a compositional framework, the time spent
in different activities is considered as a relative proportion of the overall time budget
(24 h), such that the vector x = [x1, x2, . . . , xD] ∈ RD, with D being the number of activities
and with ∑D

i=1 xi = C, is constrained by the closure constant C = 24 h. The closure
constant implies multicollinearity among the activities and thus conventional statistical
methods cannot be employed with compositional data [24]. The isometric log-ratio (ILR)
transformation maps the data from the constrained simplex space to the unconstrained
real space, which allows for the application of regression. Therefore, the transformation
z = ILR(x) was applied to the accelerometer data as follows:

zi =

√
D− 1

D− i + 1
ln

xi

D−i
√

∏d
j=i+1 xj

with i = 1, . . . , D− 1 (2)

3. Results
3.1. Dataset Description

A sample of 500 participants was selected from the UK Biobank, and a description
of the sample is provided in Table 2. The average activity duration and acceleration for
the labelled data by Willetts et al. [7] were calculated for each activity, namely moderate
activity (MPA), sedentary time (SB), sleep, light tasks and walking (see Table 3).

Table 2. Descriptive characteristics of the sample used in the analyses: the mean values and standard
deviations (in brackets). BMI: body mass index, MPA: moderate physical activity.

Variable n = 500

Sex (% males) 49
Age (years) 56.08 (7.89)
BMI (kg/m2) 29.57 (4.22)
Waist circumference (cm) 95.46 (12.47)
MPA (hours/day) 0.79 (0.54)
Walking (hours/day) 4.16 (1.28)
Light tasks (hours/day) 0.63 (0.37)
Sedentary time (hours/day) 8.45 (1.94)
Sleep (hours/day) 9.83 (1.91)
Overall activity (hours/day) 5.58 (1.45)
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Table 3. Average acceleration and duration of each activity, for the labelled data by Willetts et al. [7].
Data presented as means and standard deviations. SB—sedentary behaviour.

Activity Magnitude X-Axis Y-Axis Z-Axis Duration (s)

MPA 0.084 (0.147) −0.042 (0.536) −0.078 (0.433) 0.165 (0.634) 44
SB 0.014 (0.022) −0.077 (0.531) −0.009 (0.527) 0.14 (0.613) 196
Sleep 0.003 (0.007) −0.015 (0.495) −0.006 (0.563) 0.114 (0.649) 471
Light tasks 0.049 (0.096) −0.08 (0.446) −0.065 (0.734) 0.001 (0.411) 53
Walking 0.088 (0.078) −0.027 (0.563) −0.091 (0.606) −0.074 (0.401) 125
Average 0.048 −0.048 −0.05 0.069 178

3.2. Model Selection

Several model parameters were compared in order to select the optimal model, which
would produce the best results, including the data features and the hyperparameters for
the prior distribution. First, the effect of features was assessed by comparing the correlation
coefficients of models trained with acceleration magnitude only, with axes acceleration
only, with both magnitude and axes acceleration and with magnitude acceleration and
axes angles. For this comparison, the durations’ prior hyperparameters were set to α = 360
and β = 2—this is the case of the so-called “medium informativeness”. Furthermore, these
values corresponded to λ =180 s, which was the average duration of an activity according
to the accelerometer data. Table 4 shows the correlation between time spent in activities
estimated with our unsupervised model and with a supervised method for different
feature sets [7]. Magnitude alone performed best and was therefore selected for testing the
different priors.

The effect of the prior parameters α and β was examined by comparing the “medium
informative” prior (α = 360 and β = 2) with a “very informative” (α = 1800 and β = 10) and
a “very uninformative” prior (α = 18 and β = 0.1). Table 5 shows how different priors affect
the correlation between activities classified with our unsupervised HSMM-inferred and the
supervised method.

On the basis of this analysis, we chose the model trained with magnitude acceleration
only and with a “very uninformative” prior. An example of activity segmentation with the
chosen model is shown in Figure 2.

Figure 2. Example of activity segmentation with HSMM inference on the average acceleration.
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Table 4. Effect of different features on the correlation between time spent in activities as estimated by
our unsupervised HSMM model and by the supervised model of Willetts et al. [7]. Data presented as
Pearson’s correlation coefficients and 95% confidence intervals, unless otherwise stated.

Activity Magnitude Magnitude + Axes Axes Magnitude + Angles

MPA 0.11 [0.02–0.19] 0.12 [0.03–0.21] 0.23 [0.15–0.31] −0.02 [−0.11–0.07]
Walking 0.5 [0.43–0.57] 0.49 [0.42–0.56] −0.06 [−0.15–0.03] 0.45 [0.38–0.52]
Light tasks 0.11 [0.03–0.2] 0.1 [0.01–0.18] 0.13 [0.04–0.21] 0.04 [−0.05–0.12]
SB 0.22 [0.13–0.3] 0.26 [0.18–0.34] −0.04 [−0.13–0.05] 0.18 [−0.05–0.12]
Sleep 0.35 [0.27–0.42] 0.22 [0.14–0.30] −0.12 [−0.21–−0.03] 0.29 [0.21–0.37]
Overall PA 0.59 [0.53–0.64] 0.55 [0.48–0.61] 0.03 [−0.06–0.12] 0.48 [0.41–0.55]
Average (std) 0.31 (0.2) 0.29 (0.19) 0.03 (0.13) 0.09 (0.32)

Table 5. Effect of activities durations prior on the correlation between time spent in activities
as estimated by our unsupervised HSMM-based classification and by the supervised method of
Willetts et al. [7]. Data presented as Pearson’s correlation coefficients and 95% confidence intervals,
unless otherwise stated.

Activity Very Informative Medium Very Uninformative

MPA 0.17 [0.08–0.25] 0.11 [0.02–0.19] 0.18 [0.1–0.2]
Walking 0.35 [0.27–0.43] 0.5 [0.43–0.57] 0.28 [0.2–0.36]
Light tasks 0.19 [0.10–0.27] 0.11 [0.03–0.2] 0.19 [0.1–0.27]
Sedentary 0.37 [0.29–0.44] 0.22 [0.13–0.3] 0.48 [0.41–0.55]
Sleep 0.34 [0.26–0.41] 0.35 [0.27–0.42] 0.39 [0.31–0.46]
Overall PA 0.71 [0.67–0.75] 0.59 [0.53–0.64] 0.81 [0.31–0.84]
Average (std) 0.36 (0.19) 0.31 (0.2) 0.39 (0.23)

3.3. Model Validation

The model trained with magnitude acceleration only and with a very uninformative
prior was chosen. The inferred parameters for the distributions characterising acceleration
magnitude and state duration are shown in Table 6. The durations found ranged from
7.5 min for sleeping to 8 s for walking states, which are reasonable as sleep should be
the longest activity and walking is often a transition activity. The Bland–Altman plots
in Figure 3 show the agreement between the time spent in activities classified by Wil-
letts et al. [7] and the states inferred by the HSMM for sleep, sedentary time and overall
physical activity (calculated as the sum of walking, moderate activity and light tasks).
On the contrary, there is a visible proportional bias for moderate activity, walking and light
tasks, suggesting a poor agreement between the methods for these activities.

Finally, the significance of the HSMM-inferred states was tested with a linear regression
between physical behaviours and anthropometric measures. For this analysis, only the
regression coefficients for z1 are reported, since the regression coefficient β1 for the first
ILR coordinate z1 represents the strength of the association between the chosen activity
and the outcome, while z1+i cannot be interpreted in a meaningful way. The time spent
in each activity was calculated for classified activities and HSMM-inferred states and was
transformed with an isometric log-ratio transformation to express it as the time spend in a
certain activity with respect to others. Given the poor correlation and agreement between
moderate activity, light tasks and walking, only the overall physical activity was considered.
From Table 7, it can be seen that there is a high agreement between the estimated regression
coefficients and p-values, indicating that the HSMM is a viable method to infer activities
from accelerometer data to uncover health-related associations.
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Table 6. Acceleration magnitude and duration for each activity estimated by the HSMM.

Magnitude Duration

Activity µ σ2 λ (s)

Walking 0.17 0.058 8
Tasks 0.04 0.001 308
SB 0.01 0.0001 366
Sleeping 0.002 3 ×10−6 452
MPA 0.11 0.005 254

Figure 3. Bland–Altman plots for method agreement. The methods compared are the classification of
activity by Willetts et al. [7] and by the HSMM. PA denotes the overall physical activity, as calculated
by summing the time spent in moderate activity, walking and light tasks.

Table 7. Linear regression coefficients for the associations between overall physical activity (PA),
sedentary behaviour (SB) and sleep (Sleep) with anthropometric measures: BMI (body mass index)
and WC (waist circumference). The coefficients represent the increase in outcome for each extra
hour/day spend in each activity. The time spent in PA is calculated as the sum of time in moderate
activity, walking and light tasks. The reference coefficients were estimated by using the labelled data
by Willetts et al. [7], while the inferred coefficients were estimated by using our HSMM approach.
(*: p-value < 0.05, **: p-value < 0.01, ***: p-value < 0.001).

Outcome Activity Reference Inferred

BMI (kg/m2) SB (h/day) 3.27 *** 4.51 ***
BMI (kg/m2) PA (h/day) −3.43 *** −2.74 **
BMI (kg/m2) Sleep (h/day) 0.16 −1.77 *
WC (cm) SB (h/day) 9.96 *** 12.54 ***
WC (cm) PA (h/day) −11.46 *** −7.62 **
WC (cm) Sleep (h/day) 1.51 −4.92
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4. Discussion

A lack of physical activity is the fourth leading cause of global mortality [25]. How-
ever, accurately measuring physical activity is a challenging task, as its objective proxy is
body energy expenditure, which can be precisely measured only in laboratory conditions.
Various wearable sensory systems have been developed to provide information about
physical activity, but the time-varying signals generated by the sensors need adequate
processing in order to produce reliable results. However, sensors and algorithms create
results that are strongly dependent on the subject wearing them, and significant research
effort has been invested into finding ideal positions for the sensors, such as those for
inertial measurements [26,27], in order to reduce the estimation error. Our approach is
using standard accelerometers (on a smartwatch or smartphone) that are readily available
and an unsupervised algorithm to process the time-varying signal and make inferences
about the class of the physical activity.

Unsupervised methods for activity inference are a powerful tool for epidemiological
research studies, as they allow trials to be conducted without an ad hoc calibration study
for the specific wearable device and population tested, thus saving time and resources.
With this aim, we used an HSMM as an unsupervised method to classify activity from
accelerometer data. We used a Bayesian framework to infer the parameters of the model
described in Equation (1) and selected the optimal model based on features used and
informativeness of the prior. On the basis of this analysis related to the feature choice and
parameter selection, we found the best model to be the one which used the accelerometer
magnitude and a very uninformative prior, as it achieved the highest Pearson’s correlation
between the inferred activities and the reference ones, as shown in Tables 4 and 5. We
evaluated the agreement between the HSMM and supervised classification using Bland–
Altman plots (Figure 3) and showed a good method agreement for sedentary behaviour and
overall physical activity. We also validated the model by reproducing the widely accepted
association between physical activity and sedentary time with BMI and waist circumference.
We showed that the activities inferred by the HSMM produced linear regression coefficients
similar to the ones achieved by activities classified using supervised methods (Table 7).

A limitation of the current work with the HSMM is the failure to differentiate between
activity types, namely moderate activity, walking and light tasks. In fact, the HSMM
seems to only reliably distinguish between activity intensities. This is likely due to the
features employed in the inference. While using acceleration magnitude only ensures
shorter computational times and an easier interpretation of the states, limiting the inference
to only this feature may be preventing successful segmentation of different activities
with similar intensities. Although the effect of axes angles was explored and did not
produce good correlations, future work should explore the use of other time- and frequency-
related features.

5. Conclusions

In this work, we presented an unsupervised method for activity inference from ac-
celerometer data using a hidden semi-Markov model. This work presented an unsupervised
method that successfully tackles the issues associated with conventional methods for ac-
tivity classification from accelerometers, namely the need for calibration studies or for
large labelled datasets. We implemented the proposed algorithm on a sample from the UK
Biobank, and selected the best model based on features and prior informativeness. Addi-
tionally, we verified the usefulness of the model for epidemiological research by testing
some well-known association between physical behaviours and anthropometric measures,
namely BMI and WC. The results showed that the activities inferred with the proposed
method had good correlation and agreement with true activities, and the comparability
of the regression coefficients proved that the method was a viable alternative for research
exploring the effects of physical behaviours on health.
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