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Abstract: We live in an era of big data. Large volumes of complex and difficult-to-analyze data exist
in a variety of industries, including the financial sector. In this paper, we investigate the role of
big data in enterprise and technology architectures for financial services. We followed a two-step
qualitative process for this. First, using a qualitative literature review and desk research, we analyzed
and present the data science tools and methods financial companies use; second, we used case studies
to showcase the de facto standard enterprise architecture for financial companies and examined
how the data lakes and data warehouses play a central role in a data-driven financial company. We
additionally discuss the role of knowledge management and the customer in the implementation
of such an enterprise architecture in a financial company. The emerging technological approaches
offer opportunities for finance companies to plan and develop additional services as presented in
this paper.

Keywords: knowledge management; big data; business intelligence; organizational science;
data science

1. Introduction

In the last decade, the financial industry has experienced enormous transformation
in delivery due to digitalization. This transformation is characterized by expanded con-
nectivity and the enhanced speed of information processing on the side of both customers
and financial companies such banks (back-office), insurance companies, brokerages, and
generally firms that are involved in financial services [1-4]. Recently, partly because of
the digital transformation and partly due to improved regulation and standardization
(Payment Services Directive 2 (PSD2), there has been a shift in the use of data in financial
companies [5]. New types of business operations, based on big data, have emerged as
well [6-8]. New patterns of the usage of mobile devices and media have emerged. These
patterns appeared in combination with reduced fear or reluctance to use the Internet, which
is valid even among older people, so that these phenomena are the new structural drivers
for these developments.

FinTech refers to financial sector innovators and disruptors that use ubiquitous tech-
nologies, the Internet, and automated information processing. These new solutions can orig-
inate in new companies (most commonly startups), established financial service providers,
or even in established technology companies. Existing research also distinguishes be-
tween “sustaining FinTech”, i.e., established financial service companies that already have
a customer base and try to maintain their market position through the use of information
technologies, and “disruptive FinTech”, i.e., new companies and startups that challenge
established providers by offering new products and services [9]. Under the notion of Fin-
Tech, we can understand financial services technologies companies who are service-oriented
and intensively use Information Technology (IT) through the digital transformation of
their own enterprises [10]. The finance industry has always relied on much data, whereby
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the application of computer science has always been preferred in the financial sector.
However, in the past, they were used to support existing operations rather than in more
novel ways [7,11,12]. Thus, FinTech companies are centered on and developed around the
intersection of information and communication technologies and finance. They focus on
new solutions for existing challenges in the financial industry.

Digital transformation in the financial sector requires the analysis and design of
the enterprise architecture and an enterprise engineering exercise to define a modern
information system structure and technology architecture to integrate the various digital
and online services with the communication networks. The companies in the financial
sector can proffer from various e-services by exploiting data analytics to assist with the
diverse business requirements for financial e-services of SMEs [13,14].

One of the recent main objectives of knowledge management within an enterprise is
the improvement of processes; the other requirement is that the acquired knowledge that
comes from the improvement experiment should be efficiently and effectively disseminated
among the business processes stakeholders [15]. Currently, there are plenty of tools that
originate from Information and Communication Technologies (ICTs) that can be exploited
to acquire knowledge through process mining. Process mining means applying a set of
algorithms from data science and utilizing the traditional transactional systems such as
enterprise resource planning, customer relationships management, and human capital
management; furthermore, the Internet offers many opportunities in the form of social
networks, Internet of Things (IoT) devices, electronic mailing and instant messages for text,
and information and process mining. The data science tool set gives the chance to gain
knowledge that supports the strategic and operative decision-making within the enterprise.
The various systems—either internal or external—can be used as source systems. Data can
be extracted, prepared, ingested, and then stored in a data lake, data warehouse, and data
mart in a combination of available technologies.

The data are transformed step-by-step so that they are ready for further analysis to
acquire information and knowledge through the application of sophisticated data science
algorithms according to the specific requirements for innovative business ideas [16]. Data
science and modern information architectures such as data lakes and data warehouses
make it possible to very quickly analyze large datasets with heterogeneous structures.
Digital transformation enforces innovative business approaches and solutions so that
data science yields methods to create data-intensive workflows for collecting, analyzing,
interpreting, and assessing the results. Exploratory data analysis empowers the players in
the financial industry to define a business model based on data.

The financial industry lags behind the other sectors in the application of most mod-
ern data analytics tools and architectures [1]. Once a data analytics platform is installed
according to the requirements of financial enterprises, data can be collected from several
resources such as transactional systems and the Internet into a data lake. The data sources
can include social networks, environmental data, and health statistics from the Internet.
The combination of various data sources in an integrated information architecture can assist
the industry in different ways. The information architecture can support digital finance
across distinct domains. The information system architecture may include algorithms
related to digital financial services, e.g., digital factoring, invoicing, and loan calculations.
Furthermore, it may contain technologies that support digital investments, trading, crowd-
funding, digital money, virtual currencies, and digital payments. Payment services can
encompass different types of mobile and contactless or even invisible payment solutions
in which technology plays a central role. Insurance companies may employ information
technologies where insurers use digital risk calculation or health tracking of customers.
They may use technologies in claim support or digital financial advice, e.g., in the form of
robo-advisors.
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The application of data science in financial services has been wide-ranging. The aim
of this paper was two-fold: (1) to review the current literature on the use of data science for
various digital finance domains and provide an overview of methods for future researchers
and practitioners on possible methods to use and (2) to develop a model of the de facto
financial company enterprise architecture, the role of the customer in it, and the role of
knowledge management in the companies implementing it.

This article is organized as follows: Section 2 presents the background on trends in
research in digitally empowered financial services; Section 3 presents the methodology we
employed to come up with the available and proposed solutions for knowledge manage-
ment and data use in the financial industry; Section 4 reviews scenarios and enterprise
architectures for data-empowered financial services and explores how machine learning
and data science can help the financial sector; Section 5 discusses and criticizes the impacts
of the information presented in this paper; Section 6 concludes the paper.

2. Background

Although an effort has been made in various areas of the financial industry (financing,
electronic factoring, investments, payments, insurance, finance advice), an overarching
enterprise system supported by software is needed to unite these functions, to solve
complex problems, and to serve diverse functions in a complex organization. Our review,
therefore, aims to identify the trends and characteristics of the enterprise architecture of a
FinTech company in terms of the different functions the enterprise software has to carry
out, in response to various data science roles in the company.

2.1. Domains of Application of Data Science in Financial Companies

In this section, we outline the domains in which data science is used currently in
financial companies [17-19]:

Customer lifecycle value analysis: This approach uses data analysis methods that try
to assess the profitability of individual customers (or certain groups of customers) over
the lifetime of the relationship and analyze transactions between the company and the
customer. The sophisticated models that were developed can provide an accurate estimate
of the costs to the company when a customer either purchases or uses a particular product.
The model includes the cost of the sales channel, the likelihood of return, the likelihood of
the consumer returning for repurchase, the cost of customer service calls, and so on.

Market testing: By using direct mail, direct marketing, mailshot, through changes
made on the homepage of the company, promotions, and the application of other tech-
niques, marketing staff can test different sales parameters to determine the customer
response to a particular offer. In general, different methods are used for different (ideally
randomly selected) (consumer) groups, based on dependent and independent variables
that reflect a hypothetical causal relationship. This market testing experiment is evaluated
by an appropriate measurement, and the results are compared to gauge the effectiveness of
the change.

Price optimization. Also known as revenue management, this technique assumes
that the primary explanatory variable of the customer’s purchasing behavior is the price
(causality). The most important issue is usually price elasticity or the customer’s reaction
(change in demand) to the increase or decrease in the price of the product. Price optimiza-
tion analyses typically create price elasticity curves to describe the impact of price changes,
based on various adjustments in business and sales conditions.

Understanding advert effects: One way to analyze advertisement effects on customers
is to use time series analysis. Time-series is a type of statistical data analysis in which
samples have been appraised at consecutive times (periods), so this timeline is an important
feature of the data. These observations are used to determine whether the condition applied
at a given point in time results in a change in the variables examined.
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An assessment of the preferences of customers and consumers regarding the combina-
tion of certain products and service characteristics by conjoint analysis and the strength
and direction of the attraction of certain combinations of attributes: For example, in the
case of a car purchase, a consolidated analysis of the characteristics of the car means which
factors, such as price, quality, car dealership, etc.—the most important thing for a customer
when purchasing a new car.

The recent technological, organizational, and external environment of financial ser-
vices companies implicates that knowledge management is a technology-intensive branch
of business process management. Service engineering and innovation cannot be realized
without knowledge that is gained by the application of data science and machine learning,.
One of the important factors of service innovation is the application of components of the
enterprise and information architecture in a novel way [20-23].

2.2. Data Science Roles in Companies

The foundation of modern knowledge management is the efficacy and effectiveness
of information processing and the transformation into actions of the collected knowledge.
The original job of knowledge workers involved in knowledge management activities
moved in another direction. The knowledge engineers’ primary tasks were to build and
maintain knowledge-based systems, which were implemented in software and IT systems.
The knowledge-based systems were grounded in logic. These systems interpreted logical
rules that were described in the static, axiomatized part of the conceptual structure in
description logic; furthermore, for the dynamic part of the knowledge-base, the business
rules were formulated in first-order predicate logic, and they were executed by the system.
This notwithstanding, the structured and codified knowledge will play an important role in
the future; however, the emphasis of knowledge discovery is placed on pattern recognition
within a large volume of data. At this point, data science, data management, and all related
disciplines come into play [24]. Therefore, the various activities and organizational roles
that manage and maintain data collections in an enterprise, especially in a financial services
technology company, lay the foundation for knowledge acquisition and management. For
this reason, we look over the relevant roles and actors in a knowledge-intensive FinTech
company. Data curation is an approach to figure out in the case of heterogeneous data
which storage structure can properly deposit various kinds of data as follows: document,
image, video, and any other unstructured format. The notion of metadata represents a
relevant function in the administration of the information, as metadata exist within the
data gathered, along with detailed information about the entities and therefore the data
themselves. Metadata are connected to the aggregated data, so data science algorithms
can generate metadata from structured, semi-structured, and even unstructured data. The
information items and collections have versions that provide opportunities to reconstruct
the results and to perform the analyses for the cooperating partners once again. The data
curator or the data steward supervises the data asset of the enterprise and is liable for data
collection, metadata definition, metadata management, data quality, and the gathering
and inputting of data into the system. This set of tasks is carried out in a comprehen-
sive way to ensure data protection, the security of data and information processing, and
compliance [25].

The data custodian is accountable for the information technology that is used on the
data assets. The duties of the data custodian are as follows: security of information, moni-
toring, availability of information, performance of the data management system, integrity,
and dependability of the information. There are also professional tasks such as ensuring the
business continuity of the information architecture, saving/restoring and archiving, realiz-
ing the data structure in the phase of physical design, and enforcing the technical standards
and guidelines of the organization. This approach makes it possible to create pipelines
for methods of data science. The designing, building, testing, integrating, managing, and
optimizing of data collections is the responsibility of the data engineer. The data engineer
controls the information architecture and perhaps defines the technology layer of the enter-
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prise architecture that produces the information for the enterprise. The data scientist deals
with interpreting the data that the data engineer has cleaned and made ready. The data
scientist is dedicated to data analysis, and the data engineer concentrates on programming
and developing databases—either relational or Not Only SQL style (NoSQL) [26,27]—to
support data analytics. The data engineer’s primary task is to understand and specify the
requirements of the users. The task of data scientists is principally to define such models of
data analysis that users can understand and perceive [28,29].

3. Methodology

We focused on the business information systems and enterprise engineering trends in
the domain of digital financial services.

We followed a two-step qualitative process to determine the underlying enterprise
architecture, collection, and use of customer data, of the generic data science financial
ecosystem. First, we conducted desk research, obtained relevant documentation and related
developments in the use of data science methods and tools in financial companies, and
came up with the toolbox of data science methods for future researchers or practitioners
to use in the domain. Second, we collected data regarding 4 case studies. We relied on
the data sources as specified in Table 1. A descriptive review approach was employed to
review relevant documentation on the enterprise architecture and to identify the typical
patterns in financial e-services, process models, and enterprise architecture. Data regrading
the case studies were collected in Spring 2020. Multiple data sources were consulted. First,
we collected general information about the companies through their websites, external
documents, and sources in our possession. Some participants also provided us with
further materials, in the form of business plans or initiative overviews. We also conducted
interviews, giving us access to responders’ interpretations of the processes happening
inside their respective companies [30]. Then, we moved on to “data triangulation” for the
data coming from the case studies, essential for qualitative research such as ours, as this
ensures trustworthy and accurate results [31]. We followed an iterative process, initially
gathering and considering only one set of secondary sources, before conducting interviews
with the founders. Then, we composed another set of sources based on the information
derived from the interviews. The data triangulation process considered all the sources
(observations, data from interviews with participants, external documents) obtained at
different steps in the process (see Appendix A).

Table 1. Sample overview and data sources specified by case.

Company Name No. of Employees Founded Value Proposition Data Sources

Case Company 1 7 2015 ReadID technology for payments based on storing Website and slides and materials
the identity of users’ phones with company plans

Case Company 2 16 2008 Automated (robo-)advisor for insurance policies Interview with founder

Case Company 3 50 2011 Implementation of data lake technology for banks Website and interview with the
and insurance companies key manager of the area

Case Company 4 11 2017 A new application for transferring money between Interview with the founder

parents and guardians to children

From the first step of the analysis, we were able to obtain an overall view of the
findings that emerged from the exploratory case analysis. We built a unified framework
to organize the results into sets of variables, dimensions, and domains discussed in this
paper to offer a full understanding of our multidimensional findings. We consulted Google
Scholar as a data source to identify the occurrences of journal and conference publications
between 2011 and 2021 that included the following keywords “data science”, “methods”,
and “financial company”. The search produced 155 research results. The sources were
included only if all the authors agreed that the source was indeed relevant for the study.
After the elimination of false positives or papers not relevant to the aim of the paper, a total
of 33 papers remained for examination and used for reporting in the data science methods
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section. The second step of our study was, therefore, aimed at comparing our findings with
the enterprise architectures from other domains, and therefore generalizing our model.
In Section 2.1, we identify the subdomains of the financial ICT industry. In this second
step, we tried to identify typical patterns and usage, looking for similarities and differences
in our case studies, and we developed a generic model for enterprise architecture for a
data-driven financial company, the primary roles of the functions of different employees in
the company, and services that can create extra value for the customer.

4. Findings

Based on our literature review and desk research, we first briefly summarize our
research on the latest trends, data analytics, and data science methods used by financial
companies. Next, based on the findings from our case companies, we developed the model
of the de facto financial company enterprise architecture, the role of the customer in it, and
the envisioned role of knowledge management in the companies.

4.1. Data Science Methods Used by Financial Companies

Our literature review and desk research investigation brought us an understanding
of the main mathematical algorithms that are currently operational and used for different
applications. Figure 1 offers a summary of the tools and methods we present in this section.

Activity-based Bayesian-based Combinatorial
costing (ABC) inference method optimization

Experiment Future-value Monte Carlo

planning analysis simulation

CHAID ("Chi-
square automatic
interaction
detection")

Artificial Neural

Network Text analysis

Figure 1. Different tools and methods a company can use on their data, based on our literature review.

The methods listed before and expounded briefly are employed in businesses in
general after executing some steps of digital transformation. The techniques and methods
themselves are not FinTech- or financial company-specific; however, the application of
these methods requires extensive and intensive tailoring to the specificity of financial
firms [19,32]. These techniques comprise essential constituents of the digital transformation
of enterprises.

Activity-Based Costing (ABC): The first step in activity-based costing is to correctly
distribute costs to the organizational units, cost centers, and/or profit centers such as
customer relationship management, business/organizational processes, products, services,
or sales channels or the activities, materials, resources, and models that include constituents
for the sale of merchandise; the activity-based costing method enables the optimization
of prices and costs and the prognostication of the needs for resources. One inconvenience
noted in the case of Raiffeisen Bank in Luxembourg was that the model was expensive,
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complex, and time-consuming because it required many resources and calculations and
much updating [33].

Bayesian-based inference method (e.g., revenue forecast): This is based on the Bayes theorem
on conditional probability, e.g., the probability of hypothesis considering the income and
the cash-flow status of the actual revenue before and after settlement. Previous research [34]
has developed a Bayesian-based credit risk stress-testing methodology, which can be
implemented by small-to-medium-sized banks, as well as presenting empirical results
using data from the recent CCAR implementations.

Combinatorial optimization (e.g., to optimize the product portfolio or to schedule re-
sources for project tasks): This is the effective distribution of scarce resources to attain the
best resolution for specific objectives given if several values of the variables (e.g., a given
number of employees) are integers (because the employee cannot be divided into parts),
and there are many conceivable combinations. This is the so-called integer programming.
Reference [35] proposed a novel approach to the combinatorial portfolio selection problem;
it employs the Case-Based Reasoning (CBR) approach, based on the Industry Classifica-
tion Benchmark standards. The paper found that this approach outperformed traditional
approaches.

Experiment planning (e.g., to assess the impact of an Internet page, a mailshot, an
advertising campaign, etc.). In the simplest experiment, participants were split randomly
into two equivalent groups. One group (the reference group) can receive the pilot “program”
(e.g., an Internet page or something that the enterprise intends to investigate), and the
other team (the comparison or control group) is not exposed to the experiment. If the
pilot “program” yields a statistical significance of the difference in the result variable, it
is assumed that the hypothesis is true that the “program” has an impact. In the banking
industry, considering various credit constructions, the willingness to pay, and the creation
of individual offers according to the consumers’ categories is an essential business factor,
and thus, experiment planning is taken seriously [36].

Future-value analysis: This is breakdown of market capitalization into the present value
(extrapolation of existing economic yields) and forecast, the estimate of future costs, or
expectations of future growth. In the financial sector, this approach is often used in the
context of risk management to identify risks such as possible poor payers or precarious
investment decisions. The use of data analysis methods may not make risk evasion possible,
but it does help identify potential risks on time. Data science techniques can help financial
sector companies adjust enterprise strategies and business processes to reduce risks [36].

Monte Carlo simulation (e.g., for the evaluation of R&D projects or return on investment):
Monte Carlo simulation is a computer procedure that can be employed to estimate certain
outcomes or risks. A mathematical model is applied to evaluate the calculations of multiple
experimental models for hypothetical alternatives (best, worst, average) and matches the
outcomes with the preset probability distributions [37].

Artificial Neural Network: Theoretically, it has been proven that neural networks are able
to approximate any continuous nonlinear function, provided sufficient data and enough
neurons are available. If there is a nonlinear dependency among the elements of a specific
data collection, then neural networks can detect and apply this nonlinear dependency for
solutions. This theoretical result is very important in practice. Thus, various financial,
economic, corporate, and human behavioral patterns can be modeled by this approach and
short-term forecasts can be made by the model (around one year), allowing the enterprise
to exploit it to do business [38].

Text analysis, text mining (e.g., the assessment of intangible capabilities and available
human capital within the enterprise): Text mining and analysis means that the ranking of
the terminology, technical terms, phrases, and documents that are available online should
be carried out; moreover, the analysis of their semantic relationships within online texts
should be built up [39].
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CHAID: This statistical method, is an abbreviation for a method called “Chi-squared
Automatic Interaction Detection”, which can be used to isolate groups of clients based on
different alternative variables. The analysis creates a tree that represents isolated segments
of customers, consumers, and clients. The algorithm works as long as the tree-building
algorithm can create branches and leaves that are statistically significant [40].

4.2. Relationships between Data Analytics Methods and Disciplines of Informatics

Next, we organize the methods used and describe their relation to different disciplines
of informatics. All the main data analytics methods are within the broader domains of
computational intelligence, artificial intelligence, decision support, and data science. We
provide an overview of the data methods and disciplines of informatics to which they
belong in Table 2, based on [41]. The categorization of the various methods is not strictly
adhered to, and some methods may fit into more than one scientific discipline. In an enter-
prise environment, in financial institutions, and in financial services technology companies,
the decision-making is traditionally grounded in data analysis. The rapid development
in data management over the past decades has led to a set of tools that are classified into
various disciplines of information technology. In data management and capture, there has
been an evolution in the data-handling systems” overarching network and hierarchical, rela-
tional, and NoSQL database management systems, then data warehouses, data marts, and
data lakes. This progress makes it possible for an enormous volume of data to be collected
in databases and accessed on the web by companies. Decision support has been an inter-
disciplinary area between management, computer sciences, and business administration.
It utilizes the methods of operational research in the mathematical background.

Table 2. Relationships between methods of data analytics and disciplines of informatics [41].

Methods of Data Analytics Scientific Discipline within Informatics
Unsupervised machine learning CI (AI), DSc
Reinforcement learning CI (AI), DSc
Business reporting and decision support Bl
Multidimensional analysis BI

Natural language processing, querying ~ BI-AI-CI

Data management, administration BI-DS-CI-AI

Big Data management BI-DS-CI-AI-DSc
Inferential statistics DS

Predictive modeling DS-DSc
Supervised machine learning DS-CI (Al), DSc
Descriptive statistics DS-BI

Data discovery/query/retrieval DS-BI

Data visualization DS-BI

CI = Computational Intelligence. Al = Artificial Intelligence. BI = Business Intelligence. DS = Decision Support.
DSc = Data Science. All the main data analytics methods we present in this review are within the broader domains
of computational intelligence, artificial intelligence, decision support, and data science. The categorization of the
different methods is not strict, and some methods may fit into more than one scientific discipline.

Business intelligence is perceived as data modeling and retrieval that are based on
well-organized data warehouses storing high-quality data so that business intelligence
creates standard reports. The business requirements for forecasting and in-depth analysis
stepped over the services of reporting. The exploratory data analysis along with the
multidimensional databases offered approaches that provided techniques for such complex
analysis as univariate, bivariate, and multivariate statistical investigation [42,43], i.e., a
tool set for multidimensional analysis. The development of interrelated fields such as
computational intelligence, artificial intelligence, and data science produced algorithms
that combined with the exploratory data analysis laid the foundation for methods that
can tackle complex business problems to forecast, predict, and prescribe the deeds of
companies [19].
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Supervised machine learning algorithms are employed for problems of classification and
prediction. The precondition to using supervised learning is to own data that represent
the outcomes of interest. These data can be used for “training” the algorithm. Simple
linear regression is the simplest example where there is one outcome variable, in which the
training data values are known, and there is one predictor (explanatory) variable.

Unsupervised machine learning algorithms can be applied where no outcome variable
can be forecast or categorized; therefore, there is no training set and no chance to learn from
available cases. Typical techniques that fall into this genre of algorithms are as follows:
association rules, dimension reduction methods, and clustering.

Data visualization can be used for graphical representation in tandem with data explo-
ration. Various visualization techniques can be used for data cleaning such as spotting
missing values and duplicate rows and columns in a table. It can be applied, furthermore,
to determine which variables can be interesting for analysis and which variables seem to
be redundant.

Reinforcement learning is not a specific algorithm. Rather, it is an approach that can
support goal-directed learning and decision-making. It relates to the learning problem
to be solved. The goal of reinforcement learning is to explore which acts will give the
maximum results in a given metric. Gradient boosting and neural networks can be used in
this scheme.

Natural Language Processing (NLP) is used to extract meaning from text, to generate
text, etc. The algorithms are typically based on various machine learning techniques that
approximate what human beings can do in similar cases. The NLP methods are used
frequently in customer relationships as functions for speech recognition, for answering
questions that are generated by human beings in natural language.

Descriptive analytics and statistics are employed to identify data in the past and pinpoint
patterns in data samples to describe trends. The tool set that can be applied includes
data modeling, data visualization, and regression analysis. The purpose is to examine the
business performance by using standard and ad hoc reporting, dashboards, drill-down, and
roll-up. Inferential statistics typically uses logistic and linear regression to draw inferences
from the set of data.

4.3. The Enterprise Architecture

The business architecture and enterprise architecture are interrelated. The business
architecture concentrates on the management, business, and economics side of companies.
The enterprise architecture aims at a holistic picture that takes into account the information
technology and software aspects besides the aforementioned viewpoints [44,45], especially
when we consider service innovation in the case of Financial Services Technology firms
(FinTech). One of the model components, besides the economic-related aspects, is the
business process definition and conceptualization in business modeling. The business
services are yielded by business processes that are supported by services of information
systems. Information systems are based on information technologies. New services can be
created through service development and planning innovation [46]. In the case of financial
services technologies, the innovation of services should fit the categories of either radical
or disruptive innovation to achieve market and business success [47,48]. Furthermore,
service development happens through service modeling, design, and engineering. FinTech
firms are embedded in the technology-intensive, especially the Information Technology
(IT)-intensive sectors of the market and business; thereby, the service modeling, design,
and engineering should consider and exploit the IT. However, neither the condition of
the organizational and business environment, nor the novel application of the available
technologies are sufficient to define novel services. To achieve innovative services with the
potential of market success, the FinTech company needs a holistic approach that takes into
account, on the one hand, the organizational reality through business process management
and modeling, and, on the other hand, that regards the fabric of business and data processes,
information and information systems, and IT services realized by software and hardware
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platforms. These latter mentioned constituents can be described and managed with the
help of the enterprise architecture in a holistic viewpoint, namely the Zachman architecture
framework and/or The Open Group Architecture Framework (TOGAF) (see Table 3) [49,50].
There are methodologies for the systematic planning and design of innovative services that
consider the methods of business modeling and the requirement of innovation to create
innovative services. The business canvas method is an overarching approach that relies
on other relevant methodologies such as the context map, Janus cone, customer system,
co-opetition, and value curve. These methods support the investigation and analysis of the
current situation and the generation of new ideas [51-53]. The analysis and design tool set
of the enterprise architecture makes it possible for aspects of technologies and business
service requirements to be examined and managed in a unified framework together with
the business demands.

For this section, we used the findings from our case studies. We analyzed and grouped
the different data collected from the case studies, and we drew what would be the generic
architecture of a financial company, taking into account and satisfying the different func-
tional needs of the case studies. This architecture should provide the capability to cooperate
securely from the consumers’ desktops, business partners, and “suppliers” (business agents,
brokers, etc.) on the following lines:

1. Business policies: The policies incorporate the strategic management, vision, and the
derivation of subpolicies such as security, data protection, etc. This set of policies
defines the overarching objectives and the realization of the company vision;

2. Business processes at operation: These business processes and workflows are inherently
collaborative and operate in a controlled, secure environment in which the acquired
knowledge and information assets can be shared securely across diverse business
units and, in some cases, silos that are created by necessity because of specific security
and data protection constraints;

3. Technology level architecture: The technology level architecture—within the Zachman
architecture, the three lowest rows in the table, “Physical, Detail (as it was built),
Functioning Enterprise (operation of the infrastructure)”—creates the opportunity
for collaboration spaces in cyber-space (see Table 3). One communication domain
can serve for internal cooperation and one domain the external cooperation, and one
domain might be allocated to handling issues related to the data protection, sensitive
information, and security. The access rights are addressed in the column “Who”. Since
there are several legacy systems within traditional financial companies, integration
with the recent technologies is a need. The integration compels the application of a
combination of standards and technologies in a disciplined way, and conventional
management technologies for data collection such as relational data base management
systems and data warehouses should be complemented by technologies such as data
lakes, modern data catalogs, data dictionaries, and the methods of data analytics (see
Figure 2).

The Zachman and TOGAF architecture can be used to analyze the current situation and
then define an abstract enterprise architecture model [49,50]. The abstract enterprise model
can be composed of various views of stakeholders and can be grasped by particular artifacts
that comprise the viewpoints. The rows of the table (Table 3) present the viewpoints of the
involved participants, namely the owner, the strategic planner, the business analyst, the
system analyst, the system builder/program designer, and the subcontractor/implementer,
explaining also the different functions of the participants in the form of what they do, how,
with the help of which tools, in which process they intervene, when in the process they
intervene, why they intervene, and their place in the model view. In the context of financial
services technologies, the enterprise- and service-architecture-based approaches can assist
in the digital transformation of companies and service innovation.
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Table 3. An enterprise architecture for a FinTech company based on the Zachman architecture [49].

Aspects/Perspectives What How Where Who When Why Model View
Owner/Strategic Facts, business data/for Business service Business intelligence, Business entity, function Event-centric process de-  Business goal Scope
planner analysis workflow scription
Business analyst Model of data collection Business intelligence =~ Workflow Actor, role Business process model ~ Business objective Enterprise model
with  added value
originated
System analyst Logical data model Service component busi- Hierarchy of data analyt- User role, service compo- BPEL, BPMN, orchestra-  Business rule System model
ness intelligence, data ics service constituents nent tion
analytics
Program designer Hierarchy of data structure,  Service constituents Hierarchy of service con-  Constituents of data struc-  Choreography Rule IT description Technical model
object data store stituents ture
Implementer SQL, NoSQL, other file struc- ~ Service component busi- Hierarchy of data analyt- Constituents Choreography, cyber- Rule implementation Components
tures ness intelligence, data ics service constituents security structure
analytics
Operational Data Function Network Organization Schedule Strategy
Administration

The table is a tailored version for financial companies based on [54]. The rows of the table show the viewpoints of the involved participants, namely the owner, the strategic planner, the business analyst, the
system analyst, the system builder/program designer, and the subcontractor /implementer, explaining also the different functions of the participants in form of what they do, how, with the help of which tools, in
which process they intervene, when in the process they intervene, why they intervene, and their place in the model view.
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Every cell in the table expounds a descriptive artifact that depicts a particular aspect of
the enterprise architecture. In the case of FinTech companies, the strategic planner’s view
of functions (“how”) includes a list of business services to be performed; the owner’s aspect
of functions constitutes the company’s detailed business model that specifies the activities,
information, and control flows and particular responsibilities of actors and roles. The
enterprise architecture determines an overall model for each view and makes it possible
that various methodologies, methods, and techniques can be used to realize the pieces of
the overarching model in every cell. The strategic objectives should include value proposi-
tions, the strategy plan described in a balanced scorecard, and methods for modeling the
organization. Various methodologies and approaches can be used for developing single ar-
tifacts, e.g., Business Process Modeling Notation [55], Unified Modeling Language [56], and
Structured Analysis and Design Method [57,58]. The products developed by the methods
depict entities, their attributes, data, functions, services, and the relationships among them.
Some methods along with the supporting tools allow the functional simulation of business
services occurring in the owner and business analyst view to assess the expected perfor-
mance of the company. Some standards precisely prescribe how to specify the physical
design and the implementation at the component level [59]. The formal description of the
enterprise architecture provides assistance for consistency and integrity controlling [60];
furthermore, the formal representation of the enterprise architecture supports the digital
transformation and service innovation [61].
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Figure 2. Data lake reference architecture along with the data analytics pipeline ?. # In the data analytics pipeline, the
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checked, to information going through the phases of “Ingest”, “Processing”, “Storage”, and “Delivery”, where the single

version of the truth is composed, a common format for data representation is found, and opportunities for creating insights

and exploratory data analysis are provided for the company. The editing of the figure was based on [62,63].
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We outlined a component architecture at the level of the technology/functioning
enterprise in Figure 3. On the left-hand side, we list the necessary modules for an operating
company, that is services that are specific to financial institutions. In the middle of the
figure, we collected the services of information technology and infrastructure management
that are essential for data processing and data analytics. The data storing architecture can
be set up according to the data lake, but a wide spectrum of functions is required to realize
efficient and effective data analytics. These functional services can be seen on the right side
of the figure in the lower corner, and the techniques of the data analytics can be seen in
Table 2. In the upper left corner of the figure, we describe an active symbiosis between
the architecture of the data lake and data warehouse/mart that can store the data in a
more disciplined and structured way so that the data are readily available for the tabulated
structure as the input for the complex data analytics process.

Data Warehouse
Data Integration Platform Data Data Mart for
Warehouse Quality
>_< Management
Source /Transactional Systems Security and Data Protection ;ee— 1 ]
Customer Relationship Management Enterprise IT - Data Mart 1 ;e—
Enterprise Resource Planning System administration and opeartions N— Data Mart 3
Legacy Systems ~————
i Big D. Pr in
Batch processing systems g Data Processing Data Mart 2 Financial Data
3rd Party Mart
Workflow —
Source Data for complementary Data Analytics K -
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L Data distribution and sharing % .g
s 9
A AN : 3y
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g Big Data Storage
GDPR (European Union General Transfer Services e
. . © In-memory i
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Regulatory and Compliance Payments - Direct 'g NosaL — —
Debits/Credit — s Descriptive Statistics
- w
Transfer/Deposit/Wit g RDBMS - —
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Figure 3. Data lake and analytics components architecture for a financial services technology company . 2 On the left-hand

side, we list the necessary modules for an operating company and services that are specific to financial institutions; in

the middle, we show the services of Information Technology and Infrastructure Management that are essential for data

processing and data analytics; in the bottom-right corner, the techniques for the data analytics can be seen; while in the

top-left corner, we describe an active symbiosis between the architecture of the data lake and data warehouse/mart. Sources

for creating the figure were

from [32,64,65].

The financial sector, especially FinTech companies, is a consumer-focused business.
Traditionally, the financial sector has been interested in the segmentation of consumer
groups, which can be defined by age, sexual category, activities in cyberspace, societal
and monetary situation, and geographical distribution. In the financial sector, business
units tailor services and products to satisfy the requirements of each customer segment.
Consumers are, of course, not treated equally, and affluent customers are traditionally
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better cared for. Identifying and especially managing this rich set of customers is impor-
tant, and using data lakes and data warehouses can considerably improve the procedure
of classifying the various target groups. In the data analytics process or so-called data
analytics pipeline (Figure 2), the information passes five phases, from information being
a “Source” to information going through the phases of “Ingest”, “Processing”, “Storage”,
and “Delivery”, where a single version of the truth is composed. In this process, a com-
mon format for data representation is found, and opportunities for creating insights and
exploratory data analysis are provided for the company.

The advantage of using data lakes lies in the rapid reaction with the right informa-
tion out of the dataset. In the financial sector, banking, payments, and insurance, the
concept of personal touch of services is becoming increasingly valuable and turns out
to be the most relevant tool for marketing. Competition between competing companies
forces businesses to use these personalized types of services. For instance, a personal
recommendation can include how to save money by combining insurance policies or a
specific investment construction, which, in combination with the investment, benefits the
consumet, etc. (Figure 2).

One of the limits of the application of data lakes will be precisely in this requirement
of risk assessment. The issue is how to do it quickly, as the data have been transforming
during the analysis. The players of the financial sector may proffer from the development of
new or more sophisticated risk models to determine more competitive prices or to provide
new innovative services that previously could not be created due to the lack of information.
Nevertheless, the information gap is now being filled by available data. In this respect,
data lakes make it simpler for data analysts to work in an enterprise environment, and new
methods of analysis could be used faster when using data lakes [66,67].

The knowledge of an enterprise has turned into a fundamental resource for companies
regarding rivalry. Knowledge management requires much more sophisticated approaches
than the governance of the traditional components of the company as financial and human
capital and natural resources. Thereby, the knowledge management requires the careful
cooperation and orchestration of human resources, business processes, information, and
other technologies to bring about the strategic objectives of the company considering
financial stability, security, and business expansion in a dynamically changing environment.
The knowledge management should consider the organizational culture and structures
that make it possible for the actors of the company to work together in a collaborative
way, exploiting organizational learning. Business processes should incorporate knowledge
management activities as information and knowledge exchange, discovery, storing and
archiving, making decisions based on carrying out logical inferences, and the application
of knowledge in a company-wide manner. A huge set of information and knowledge
technologies should be employed to empower the staff and business activities to obtain
actionable knowledge. Figure 3 shows a modern information architecture in the form of
a data lake, which consists of two major parts, namely storage facility and information
processing. The objective of a data lake is to establish and store data collections in a
raw format in a dedicated zone. The idea underlying this solution is that data analysts
can retrieve the original data to answer queries in the future that would need the original
format without any transformation into a disciplined structure or aggregated form. Thereby,
the data lake is an enterprise-wide, centralized storage place that accumulates the raw,
source data and the transformed versions as well. To be effective, an essential set of data
management services should be available for metadata management, data governance,
and support for exploratory data analysis. Knowledge management exploitation relies on
effective and efficient information architecture. Systemic metadata management is required
since metadata are an extra layer of the data structure that is used by the methods of data
analytics [68-70].

The overarching metadata of an enterprise can be represented by an appropriate graph
structure, semantic net, and ontology [71]. The advantage of ontologies is that an ontology
can describe conceptual hierarchies and concept relationships in an accurate way using
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description logic [72] to formalize inheritance and synonyms-antonyms. Ontologies can
be considered as the formal end of the spectrum of structures that depict concepts, their
properties, and their relationships and includes lexicons, taxonomies, and the schema of
data collections. Such an information architecture makes it possible to apply the semantic
search for retrieving data, defining a proper structure of the data, and preparing for data
analytics.

5. Discussion

Many stakeholders are facing a fundamental change in their work due to data science.

Therefore, the stakeholders need to understand how the ecosystem is going to change
to adopt data science practices and to transform the competencies of stakeholders into new
value-creating services for clients or improved operations for the companies. Different
disciplines within informatics examine different trends: Computational Intelligence (CI)
and Artificial Intelligence (AI) deal with unsupervised machine learning reinforcement
learning trends and big data management; Business Intelligence (BI) deals with business
reporting and decision-making, multidimensional analysis, natural language processing,
and data administration; decision support deals with inferential statistics, predictive mod-
eling, data discovery, visualization, and retrieval. Data science—including computational
intelligence, machine learning, statistics, and data management—provides a tool set for
problem-solving. Three realms of profession and science come together to respond to the
most recent business issues, namely data science is a part of informatics, and knowledge
management is a part of management sciences, and business informatics and business
administration that contains strategic management and operation. The challenge is to
reconcile these domains to give integrated support for decision-making, strategy, and
tactical formulation.

This paper provided valuable new insights by determining precisely the role of dif-
ferent data science disciplines in the FinTech domain, the applications, and everyday use
cases in which the companies use these technologies in the financial sector and described
the future enterprise architecture for a FinTech company based on the Zachman architec-
ture. Moreover, this research demonstrated how data-driven business ecosystems can be
studied from a data science perspective and complement their current offering with novel
approaches inspired by different business goals, objectives, and rules. While the previous
literature had a generic character, this work presented a more in-depth analysis of the use
of data science for FinTech companies, possible future architectures, and business logic that
might be in place in finance companies. The existing information architectures at finance
companies are complex structures, which are only amplified and require further attention
to the development of new data science approaches.

These findings can be used by practitioners to analyze changing business informatics
practices. Practitioners can then transform their ongoing way of reasoning and practices
into the methods that are already suited to the use of modern data science approaches
on their data. The technical support would need to perform the mapping between their
current architectures and architecture as described in our article and think critically about
the actual feasibility of such transformation for their company.

It is important to point out the generalizability of our approach and to underline the
limitations of our work in several aspects. First, our example applications did not include
all possible subdimensions of the digital finance space (we focused mainly on market
research and risk analysis), so in future work, we may need to complement our work in
this respect. Second, our research focuses on the data lake reference architecture and data
analytics architectures and pipelines based on the Zachman reference model. In future
work, we may try to take a more process-oriented point of view and use, for instance, the
TOGAF reference model [50]. Third, since the developments in this area are rather fast, our
paper might quickly be outdated, and new more modern architectures may become de
facto standards for the scope.
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Future research considering scenarios and deployment models and enterprise soft-
ware may enhance the current proposed architecture. Furthermore, future work can build
on this study by applying, as proposed, the TOGAF reference model introduced by [50].
This approach might help stakeholders have another point of view of the proposed architec-
ture. Furthermore, future research can focus on the level of ease to transform or potential
value created by the implementation of such new architectures for companies and even
further detail the new roles, activities, and business models. Finally, we agree with [73]
in the call for research on platforms” ecosystem beyond Al and cryptocurrency segments.
Our study on the enterprise architecture for finance companies for that reason is a first
and significant step in such a direction. The paper’s contribution is that the disciplined,
theoretically grounded architecture approach was applied for financial services technol-
ogy companies and financial companies in transit during the digital transformation. We
collected the techniques, methods, and algorithms from the field of artificial intelligence
(data science, machine learning, and computational intelligence) and arranged them in an
information architecture that is used in practice. This configuration yields a theoretically
grounded pattern and a practical direction on how to apply it in real life. The theoretical
results and the practical advice were grounded in empirical case studies and a qualitative
literature research.

6. Conclusions and Future Directions

Our paper was guided by the will to explore and understand the current state-of-the-
art in the domain of data science approaches employed by financial companies. First, we
derived a literature review on the recent advances in the different categories of digital
finance segments. Second, we analyzed the steps in the big data analysis process and
the application scenarios as observed in the financial domain, with different examples of
applications in market research and risk analysis as examples. We proposed an enterprise
architecture for FinTech companies and proposed a process for the data collection, analysis,
and exploitation of big data.

Many researchers study technology issues related to only specific segments of digital
finance—namely payments, cryptocurrencies, or consultants. Thus, they do not provide
a holistic overview of how the enterprise architectures should look in companies. We
analyzed the process of big data analysis in the context of enterprises. In this way, we can
provide detailed overview and analysis of the way the companies can implement digital
finance services based on new data science approaches.

We conclude with three practical implications from our work. We described the
state-of-the-art data science methods and tools used by practitioners in the field. Each of
them was described through some critical use in the financial industry and linked to the
type of outcomes it creates for the company. As such, this contributes to the literature by
providing necessary conditions to use data science to create value for companies. This
study suggested that providing novel or more efficient solutions is at the core of big data
and knowledge management for financial companies. Second, the literature review and
the interviews we performed for this study explicitly pointed out that the use of novel
data science tools and methods for their work is important for the industry. These tools
and methods create infrastructural business value for the companies involved in the study
and improve their position in the market. Therefore, we provided, based on our literature
review, a common infrastructure and reflected on what might be the benefits for companies
in implementing it. We aim to empirically test this with companies as part of a future work
on which we are currently working. Lastly, this study showed that consumer data are
transformed into value by short, frequent, and continuous use of data analytic techniques
with dedicated infrastructures. We proposed suited and adequate infrastructures for such
value creation and capturing. Challenges remain on how to incorporate these approaches
in multidepartmental organizations. Organizations need to have excellent communication
between departments to allow for such use of the possibilities offered by big data. When
engaging in a setting such as infrastructure, considerations should be made from this
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perspective as well, and a cross-functional team that is involved in the whole initiative
should be formed.

Our future research is along two lines of thought: (i) the information engineering
point of view that is based on the MERODE modeling language as a theoretical basis [74];
the MERODE language was developed for enterprise engineering, including business pro-
cesses and activities, to work out useful patterns for the digital transformation of financial
companies; we want to describe the future enterprise FinTech architectures, and apply the
TOGAF (Section 4.3, [50]) reference model also so as to extend and expand the findings that
were explored by the Zachman architecture; (ii) the innovation and entrepreneurship point
of view, based on case studies, in which we will study the innovative business processes
of FinTech, InsurTech, and other financial services technology companies that they use to
improve their operations by applying the business canvas and techniques that are coupled
to it.
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Appendix A

The interview guide was developed on the basis of the conceptual frameworks devel-
oped by [75-77]. Given the exploratory nature of the study, the questionnaire consisted of
open-ended questions. These interviews lasted between 35 min and 60 min. The check list
dealt with the following subjects:

®  The steps in the process of the use of big data;
e The type of activities the company performs daily;
®  The critical success factors of the solution.

Table Al. Summary of collected data: all sources.

Data Type Quantity
Semistructured interviews 3
Websites 4
External documents and sources 25 (3—Dbusiness plan; 5—reports, 15—informal emails, 2—meeting minutes)
Participants observations 2 (participation in company meetings)
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