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Abstract: The control of power converters is difficult due to their non-linear nature and, hence, the
quest for smart and efficient controllers is continuous and ongoing. Fractional-order controllers
have demonstrated superior performance in power electronic systems in recent years. However,
it is a challenge to attain optimal parameters of the fractional-order controller for such types of
systems. This article describes the optimal design of a fractional order PID (FOPID) controller for
a buck converter using the cohort intelligence (CI) optimization approach. The CI is an artificial
intelligence-based socio-inspired meta-heuristic algorithm, which has been inspired by the behavior
of a group of candidates called a cohort. The FOPID controller parameters are designed for the
minimization of various performance indices, with more emphasis on the integral squared error (ISE)
performance index. The FOPID controller shows faster transient and dynamic response characteristics
in comparison to the conventional PID controller. Comparison of the proposed method with different
optimization techniques like the GA, PSO, ABC, and SA shows good results in lesser computational
time. Hence the CI method can be effectively used for the optimal tuning of FOPID controllers, as it
gives comparable results to other optimization algorithms at a much faster rate. Such controllers can
be optimized for multiple objectives and used in the control of various power converters giving rise
to more efficient systems catering to the Industry 4.0 standards.

Keywords: fractional calculus; fractional order PID controllers; power electronics; DC-DC converters;
meta-heuristics; cohort intelligence algorithm; Industry 4.0

1. Introduction

Power electronic system control is a very crucial and challenging task which has
attracted the attention of researchers in the past few decades. Power electronic DC–DC
converters are very versatile and can be used for voltage regulation in a wide range of
applications. Such converters work in different modes of operation, which introduce
non-linearities and are influenced by input and parametric variations [1,2]. The challenge
is to design robust and stable controllers which also satisfy the transient response and
frequency response specifications with good tracking accuracy [3]. Extensive research
has been completed in the quest for improved and more robust controllers for such con-
verters. Such systems are usually controlled using the conventional proportional integral
(PI)/proportional integral derivative (PID) control, H∞, sliding mode, predictive control,
non-linear methods such as fuzzy and intelligent control, etc. [3–5].

PID controllers are widely used in the industry for the control of power electronic
converters which are used in various applications like speed control of DC and AC motor
drives, switched mode power supplies, renewable energy applications, etc. [6,7]. These
controllers act on the error between the set point value and the controlled parameters, and
do not require internal state measurements and, hence, require lesser sensors. They are
easy to tune, have an easier control law to implement, and, hence, are easily adaptable
to industry [8]. In fact, industrial controllers are still dominated by PID controllers, as
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the autotuning process is simple and robust. PID technology has survived years in the
industry and is continuously undergoing updation. Even though PID controllers have these
advantages, conventional tuning involves trial and error methods and is time consuming.
Additionally, many applications, such as power electronic converters, require linearized
plant model which limits the range of operation. In actual practice, there will be parametric
and load variations, and non-linearities. Under such conditions, the PID controller does
not respond well, and advanced controllers are required [9]. Non-linearities can be met
by sliding mode controllers, but they are prone to chattering phenomena due to the high
frequency of operation of switching converters [1,9].

In the recent years, there has been a significant growth in the field of fractional control,
which is one of the major applications of fractional calculus. Fractional order systems
use non-integer derivatives and integrals, resulting in various types of fractional order
(FO) controllers, including the FO integrator, FO differentiator, FOPI, FOPID controllers,
etc. [10,11]. A significant aspect of the fractional order controllers is their robustness to
uncertainties and load disturbances. The isodamping property of fractional order systems
makes them robust to variations in gain, and hence makes them more attractive compared
to the linear PID controllers [12,13]. A typical FO PI/PID controller has more parameters to
tune compared to a PID controller, which has only 3 parameters to tune [14]. As the FOPID
controllers are extensions of the PID controllers, with additional tuning parameters, the
performance of these two types is often compared. The challenge in the tuning of fractional
controllers can be considered to be compensated by the increased degrees of freedom,
making it possible to satisfy more design requirements [15]. Hence these controllers are
more flexible in meeting the design specifications, such as the gain and phase margin,
settling time, overshoot, robustness to parameter variations, etc. These characteristics
make the fractional order controllers give effective performance in the control of non-linear
plants like power converters [16]. It has been observed that the same FOPID controller can
be used without retuning on different plants of same ratings. The control effort involved
is much lesser in the case of FOPID controllers [17]. Such controllers have been used to
control various DC–DC converters like the buck, boost, buck–boost converters for various
applications [18–21]. A review of the applications of fractional control in various power
electronic systems is given in [22].

One of the main challenges in the use of the FOPID controllers is the tuning of its
parameters. Numerical methods for the design of controllers use various optimization
techniques, in which a particular algorithm is used to optimize one or more cost functions,
which is decided by the design engineer based on the requirements of the application [23].
Some of the common parameters chosen as cost functions are the control performance
indices like integral square error (ISE), integral absolute value error (IAE), integral of the
absolute error weighted over time (ITAE), integral of the time squared error (ITSE), or
time domain specifications like overshoot, rise time, etc. Optimization algorithms like the
artificial BEE colony (ABC) algorithm [24], particle swarm optimization (PSO) [25], genetic
algorithm (GA) [26], fuzzy/neural network based methods [27], etc., are commonly used
for numerical techniques. Such multiple-objective optimization methods are very useful in
tuning of fractional order controllers applied to power converters [28–31].

The cohort intelligence (CI) algorithm is a socio-inspired meta-heuristic algorithm,
which is based on the behavior of a group of people, referred to as cohort in society [32].
All the members in the cohort are competing with each other to achieve some common goal.
Each candidate tries to improve his behavior by observing the others, so that the overall
behavior of the cohort evolves, and improves. This method has been used for solving
various unconstrained and combinatorial problems and in mechanical systems [33–35], for
PID control in DC motors [36], etc.

The objective of this paper is to study the effect of the CI algorithm on the optimal
tuning of a fractional order PID controller for a buck converter. The paper is organized into
five sections. Section 2 discusses the basics of the buck converter, fractional order systems,
and the CI algorithm. Section 3 gives the basic methodology and system description.
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Results and comparisons with other methods have been detailed in Section 4. Finally
Section 5 concludes the work.

2. System Description
2.1. Buck Converter

Switched-mode power converters are highly efficient systems prominently used in
a wide range of applications like mobile and computer power supplies, electric cars,
television, etc. The Buck or step-down converter is a switched mode regulator used to
convert a DC voltage of higher magnitude to a lower magnitude DC voltage. A high-
power switching device like MOSFET or IGBT is switched on or off at a high frequency to
facilitate this conversion. The output voltage can be varied by controlling the on time of the
power device by pulse width modulation [37]. The basic buck converter has a DC source,
switching device, diode, filter inductor, and capacitor and load, as shown in Figure 1a.

(a) Buck converter. (b) Waveforms in CCM.

Figure 1. Buck converter and waveforms.

When the control signal is given such that the switch is closed, the diode D is reverse
biased and when the switch is turned off, the diode conducts so that the current through the
inductor is uninterrupted. From the inductor volt-balance equations, it can be derived that
the output voltage Vo is equal to DVg, where the switch duty cycle is given by D = Ton/T,
Vg is input voltage, and T is the switching period. The waveforms for the continuous
conduction mode (CCM), where the inductor current does not become zero, are as shown
in Figure 1b. The inductor current increases and decreases during respectively during the
on-time (Ton) and off-time (To f f ) of the pulses. The design parameters of the buck converter
can be formulated based on [38,39]. The minimum value of inductor and capacitor for
continuous mode conduction can be selected as:

Lmin =
(Vg −Vo)D

∆iL f
(1)

Cmin =
(1− D)Vo

8L f 2∆Vo
(2)

Here f is the switching frequency, and Vg and Vo are the input and output DC voltages.
∆iL is the inductor current ripple, which is assumed to be 20–30% of output current.
Similarly ∆Vo is the output voltage ripple, normally assumed to be 1–5% of the output
voltage, depending on the design criteria. The value of filter inductance L should be chosen
to be greater than Lmin for continuous conduction, and capacitance C has to be greater
than Cmin.

2.2. Fractional Order Systems

Fractional calculus is a branch of mathematics that deals with the differentiation and
integration of arbitrary order, which can be real or even complex. Here the derivative and
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integral terms have a fractional order instead of integer order. Here, an integro-differential
operator is defined, which combines differentiation and integration. This operator is
defined as cDα

t , where α is the non-integer order, c and t are the limits of the operation.
Many definitions of fractional calculus have been given, but the Riemann–Liouville (RL)
and Caputo definitions are most commonly used [40,41]. Basics and definitions of fractional
order systems can be found in [42].

Riemann–Liouville Definition

cDα
t ( f (t)) = Dk Jk−α ( f (t)) =

1
Γ(k− α)

(
d
dt

)k ∫ t

c

f (u)
(t− u)α−k+1 du (3)

Caputo’s Definition

cDα
t ( f (t)) =

1
Γ(k− α)

∫ t

c

f k(u)
(t− u)α−k+1 du (4)

In these equations, k is an integer and α is a non-integer value between k−1 and k.

2.3. Approximation

The fractional order transfer function has irrational terms and hence integer-order
approximations are commonly used for the realization of fractional order systems. The
term sα can be approximated using analog or digital approximation methods [43]. The
Commande Robuste d’Ordre Non-Entier (CRONE), also called the Oustaloup approxima-
tion method is a widely used approximation method. The CRONE approximation for the
fractional order α is given as:

sα ≈ C
N

∏
i=1

1 + (s/ωz,i)

1 + (s/ωp,i)
(5)

This method uses N poles and N zeros, alternately placed on the negative real axis,
and lying in a limited frequency range {ωb, ωh} [44]. N is the order of approximation.

ωz,i = ωb

(
ωh
ωb

)(2i−1−α)/2N
(6)

ωp,i = ωb

(
ωh
ωb

)(2i−1+α)/2N
(7)

2.4. Fractional PID Control

Fractional order control is one of the main applications of fractional calculus, and uses
fractional orders in the controller parameters. The fractional order PID (FOPID) controller
commonly denoted as the PIαDβ controller, is an extension of the linear PID controller.
Here α and β are the fractional orders of the integrator and differentiator, respectively, and
can vary from 0 to 2 [14,45]. The FOPID controller can be expressed as:

C(s) = Kp + Kis−α + Kdsβ (8)

If the values of α and β are made equal to one, the linear PID controller is obtained.
Similarly, choosing (α,β) = {(1,0),(0,1)} gives the PI and PD controller, respectively. It can be
easily seen that the FOPID is a generalized version of the conventional PID. By varying
the values of α and β in the range (0,2), fractional PI, PD, PID controllers are obtained.
The FOPID controller has five parameters to tune [Kp, Kd, Ki, α, β], and hence can meet
five specifications [15]. The general block diagram for a FOPID controller is shown in
Figure 2 [46].
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Figure 2. Fractional order PID controller.

2.5. CI Algorithm

The cohort intelligence algorithm, proposed by Kulkarni et al., works on the self-
supervisory behavior of a group of candidates called a cohort, and has been found to
be effective in solving unconstrained, as well as constrained problems [47]. A set of
qualities leads to a particular behavioral characteristic. The interaction among a group
of candidates in the cohort with a common goal, leads to an improved behavior of the
individual candidates. Here, each candidate observes and learns from others in the group
and tries to improve its qualities, resulting in an improved overall behavior of the cohort.
If there is no improvement in the individual behavior of the candidates after a number of
attempts, and remains the same, then the cohort behavior has reached saturation.

The CI algorithm tries to minimize an objective function f (xc) which can be considered
to be the overall candidate behavior, in which the candidate c tries to improve its behavior
by modifying its set of characteristics given by xc(i) = [xc1, xc2, . . . , xci]. The overall
behavior of a particular candidate c, f (xc), is improved by modification of its individual
characteristics by observing and following the other candidates. There are seven different
methods used for improving the behavior, by making variations in the CI algorithm [48].
These variations are for the convergence of the cohort behavior and for reaching global
optimization. These are:

1. Best rule;
2. Better rule;
3. Worst rule;
4. Itself rule;
5. Median rule;
6. Roulette wheel selection;
7. Alienation-and-random selection.

In the ‘Best rule’ method, all the candidates follow the candidate with best behavior,
i.e., the candidate with maximum probability of being followed. In the ‘Better rule’, the
candidate follows a random selection of a candidate which is better than itself. The worst
candidate is followed in the ‘Worst rule’, and the candidate follows its own behavior in
the ‘Itself rule’. The median probability is followed in the ‘Median rule’. The ‘Roulette
wheel method’ selects a random number between 0 and 1 and uses the roulette wheel
approach to select a candidate behavior. In the ‘Alienation-and-random selection method’,
a candidate is randomly alienated or kept apart at the beginning of the selection, and is not
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followed by the other candidates. Any one of these variations can be used for reaching the
optimum solution.

The probability of the candidates being followed by other candidates is calculated
based on the objective function. A candidate has the best probability of being followed
if its cost function is the least. A sampling interval is chosen to set up the lower and
upper bounds of the quality vector x. A sampling reduction factor is also chosen, and
each candidate improves its behavior by reducing or increasing the sampling interval till
a saturation condition is reached. Once the saturation condition is reached, the current
behavior is accepted as the final solution [32].

3. Methodology
3.1. Optimal Tuning of the Fopid Controller for a Buck Converter

The objective is to optimally tune the parameters of an FOPID controller, PIλDµ

applied to a buck converter for minimization of a suitable objective function J. In this paper,
the performance indices of ISE, ITSE, ITAE, and IAE have been tested as objective functions
for finding the optimal values of Kp, Ki, Kd, λ, and µ using the CI algorithm. A performance
index is based on the error signal and gives a quantitative measure used for evaluating the
performance of a closed loop control system. In optimal control, the system parameters
are adjusted so as to minimize this index [49]. The ISE is a performance index which gives
more weightage to penalization of larger errors, and ignores smaller errors [50], and has
been found to have more practical significance [51]. It is defined as:

J1 = ISE =
∫ t

0
e2(t)dt (9)

Here the error e is the difference between the reference voltage Vre f and the output
voltage Vo of the converter, and can be evaluated from the circuit as e(t) = Vre f −Vo. The
time t can be chosen equal or greater to the settling time of the system. Similarly, the other
indices are defined as:

J2 = ITSE =
∫ t

0
te2(t)dt (10)

J3 = ITAE =
∫ t

0
t | e(t) | dt (11)

J4 = IAE =
∫ t

0
| e(t) | dt (12)

3.2. System Description

A buck converter system with a fractional order PID controller has been realized in
SIMULINK, for voltage mode control, as shown in Figure 3. Table 1 shows the parameters
of the buck converter, which are defined for CCM, according to the equations defined in
Section 2.1. The mathematical model of the system using state space averaging is usually
used in controller design, but this may lead to approximation errors [31]. Hence the circuit
with FOPID controller has been simulated in SIMULINK for a more accurate representation
of the system. The fractional order integrator and differentiator of the FOPID controller
Gc(s) are approximated using the Oustaloup approximation of order 5 in a frequency band
of [0.01, 1,000,000] rad/s. The FOPID parameters are calculated by the CI algorithm using
an m-file in MATLAB, which calls the SIMULINK circuit repeatedly. The FOPID parameters
are selected from a sampling interval φKp = φKi = φKd = [0, 200], and φλ = φµ = [0, 1]
after some trial runs of the algorithm. The respective objective function (ISE, ITSE, ITAE, or
IAE) is calculated in SIMULINK, and the FOPID parameters are continuously updated for
each iteration. These parameters and the objective function are returned to the program
after the termination condition is achieved.
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Figure 3. Buck converter with FOPID controller.

Table 1. Buck Converter Circuit Parameters.

Parameter Value

Filter Inductance 70 µH

Filter Capacitance 22 µF

Load resistance, R 3 Ω

Switching frequency 100 KHz

Input voltage 24 V

Output voltage 15 V

Inductor current ripple 20% of iL

The CI algorithm is used to minimize the respective cost function Ji, which can be
considered as the behavior of a candidate of a cohort which has to be improved. The
controller parameters can be considered to be the characteristics of the candidate, randomly
generated from a search space. The steps for the CI algorithm can be summarized as
follows [52]:

1. Select the no. of candidates ‘C’ of the cohort, the reduction interval ‘ri’, convergence
parameter ε, and the maximum no.of iterations maxit;

2. The lower bound and upper bound of the controller parameters φKp , φKi , φKd , φλ and
φµ are chosen based on some initial runs of the algorithm;

3. For each candidate c in the cohort, the qualities (parameters Kp, Ki, λ, Kd and µ) are
generated from the lower and upper bounds as:

Kc
p = min(φKp) + (max(φKp)−min(φKp)) ∗ rand(.), (13)

where rand is a random number between 0 and 1. Similarly, the values for Ki, Kd, etc.,
are generated;

4. The overall behavior (J) of each candidate is calculated from the error, as given by
Equation (9) (in this case);

5. The probability function for each candidate is calculated as:

P =
1/J

∑C
c=1 1/J

; c = 1, 2 . . . C (14)
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6. A roulette wheel approach is used by each candidate to follow another candidate’s
behavior. This approach uses one generation as the basis of the next generation. The
best solution has the highest probability of being followed;

7. Accordingly, each candidate adjusts its sampling interval as shown below for Kp:

φKp ε [Kp − ||(max(φKp )−min(φKp )) ∗ ri/2||, Kp + ||(max(φKp )−min(φKp )) ∗ ri/2||] (15)

Similarly, the other four parameters also are adjusted;
8. This process continues till the value of J reaches a saturation condition defined as:

max(J)n −max(J)n−1 <= ε (16)

min(J)n −min(J)n−1 <= ε (17)

max(J)n −min(J)n−1 <= ε (18)

9. If the maximum limit of iterations maxit is exceeded or the saturation condition
defined in step 8 is reached, then the algorithm terminates. The final solution for the
objective function can be accepted from any one of the C behaviors;

10. If conditions of steps 8 or 9 are not satisfied, jump to step 3.

A flowchart of the methodology is shown in Figure 4.

Figure 4. CI Flowchart used for Buck converter control.
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4. Results and Discussion

MATLAB R2020b was used for implementation of the cohort intelligence algorithm
on Windows 10 with Intel Core i5 processor. The specifications of the algorithm is listed
in Table 2. The algorithm was tested with various values of the reduction factor ri, and
was run for 25 times to test the accuracy of the algorithm. The test runs showed lesser
overshoot with a reduction factor of 0.55 and 0.45.

Table 2. CI algorithm specifications.

Parameters Values

No. of cohort candidates 4–5

No. of variables 5

Reduction factor ri 0.45, 0.55

Convergence constant 0.001

Maximum iterations 25

4.1. Start-up Response of the Buck Converter

The CI algorithm was used to optimize the voltage response of the buck converter
circuit at start-up in SIMULINK with the FOPID parameters as design variables. The initial
trial runs showed better results with the sampling interval chosen as [0, 200] for Kp, Ki and
Kd, and [0, 1] for λ and µ. The start-up response of the buck converter was optimized with
different values of the reduction factor ri. Figure 5 shows the most optimum time-domain
response for the cost function ISE using reduction factors of ri = 0.55 and ri = 0.45.

For the cost function J1 = ISE, the value of overshoot was greatly reduced by setting
the reduction factor ri to 0.45 and 0.55 compared to higher values of ri. The inductor current
ripple was also limited to less than 20% of the output current (Figure 6). With ri = 0.45, the
best result gave zero overshoot, and the rise time was 3.7× 10−5 seconds and settling time
around 0.000265 s, which shows a fast transient response. The output voltage ripple was
around 75 mV. For ri = 0.55, the overshoot and settling time slightly increased to 1.86% and
0.00061 s, respectively, while the rise time remained roughly the same.

Similarly, the responses were found to be better for all the cost functions with ri = 0.55
and ri = 0.45.The optimal parameters for each cost function has been tabulated in Table 3.
It is seen that while the rise time and settling time remains almost the same, the overshoot
is more for the cost functions ITAE and IAE. The responses of the CI optimized system
with different cost functions is shown in Figure 7.

Table 3. Response of CI optimized converter with different cost functions.

Parameters ISE (ri = 0.45) ITSE (ri = 0.55) ITAE (ri = 0.45) IAE (ri = 0.45)

Kp 162.08 27.9709 123.0768 197.3838

Ki 133.84 112.7302 122.9522 115.0357

Kd 0.5851 0.7737 54.0215 63.0392

λ 0.0673 0.1022 0.4738 0.3730

µ 0.6107 0.5868 0.2537 0.1874

Mp (%) 0 0 20 21.3

Tr (ms) 0.037 0.035 0.0365 0.0354

Tss (ms) 0.265 0.35 0.27 0.3

Cost function value 0.006 0.0288 0.0004 0.0119
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Figure 5. Startup response of CI-ISE optimized Buck converter with variation of reduction factor.
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Figure 6. Inductor current ripple of system with CI-ISE and ri = 0.45.
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Figure 7. CI-optimized system responses for different cost functions.

4.2. Response of the CI-Optimized System to DC Gain Variations and Dynamic Changes

The response of the circuit to variation of the DC gain upto 45% is shown in Figure 8.
The FOPID controller responds well and shows robustness to a range of gain variations.
The system settles in approximately 0.25 ms for each case, with a maximum overshoot of
11.9% for a gain increase upto 45%. The rise time is also small, around 0.4 ms for each case.
At the same time, the PID controller has a maximum overshoot of 56.7% for gain increase
upto 45%. The system settles around 0.45 ms with more oscillations (Figure 9). The FOPID
controller has a smoother response compared to PID.
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Figure 8. Response of CI optimized FOPID to variation of gain.
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Figure 9. Response of CI optimized PID controller to variation of gain.

The response of the FOPID circuit with CI was analyzed for different set-point condi-
tions and compared with that of a PID controller optimized using the CI algorithm. The
PID controlled circuit had much higher overshoot than the FOPID based circuit. A change
in the reference value from 15 V to 16 V at 0.03 s is shown in Figure 10a. The response of the
circuit to a set-point change from 15 V to 12 V at 0.03 s is shown in Figure 10b. The FOPID
controller gave a much smoother transition in both cases compared to the PID controller.

The dynamic response of the CI-ISE optimized FOPID system was studied for step
changes in the load, and compared with the PID controller under the same conditions. The
system was subjected to a step load change from 3 Ω to 20 Ω at 0.006 s and from 20 Ω to
10 Ω at 0.01 s. The response is shown in Figure 11. The FOPID system had a slightly higher
overshoot for the step change at 0.0006 s, but settled to the steady state value in lesser time
of 0.4 ms compared to 1.2 ms for the PID controller. At the step load change at 0.1 s, the
FOPID controller settled in 0.2 ms, wheareas the PID controller took 0.76 ms to settle. The
inductor current step variations are more for the PID controller and takes much more time
to settle in both the cases.
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Figure 10. Response of the FOPID and PID controllers to set-point variation.

4.3. Response of CI-Optimized System to Parametric Variations

The buck converter with CI optimized FOPID controller was subjected to parametric
variations. The system response with CI+ISE to variations in the filter parameters is shown
in Figure 12. The system response to load variations is shown in Figure 13. It is seen
that the same FOPID controller is able to handle parametric variations quite efficiently
without retuning.
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4.4. Performance Comparison of CI

The efficiency of the CI algorithm for optimization of the FOPID parameters was
compared with the genetic algorithm (GA) [26], particle swarm optimization (PSO) [25],
artificial bee colony (ABC) [24], and the simulated annealing (SA) [53,54] methods for the
same cost function ISE. The PSO and the ABC methods are swarm intelligence methods
inspired by the collective behavior of animals or insect colonies, whereas the Genetic
algorithm is an evolutionary search algorithm based on natural selection process and
genetics. The SA optimization method can be used for multi-objective optimization and
works like the annealing process used in metallurgy for heating and cooling of materials.
All are meta-heuristic search algorithms like the CI and hence are used for comparison. The
response of the FOPID controlled buck converter system was optimized using different
algorithms, and is shown in Figures 14 and 15.
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Figure 14. System response for optimization of ISE and ITSE.
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Figure 15. System response for optimization of ITAE and IAE.

A comparison of the time domain specifications and the cost function of the CI method
with the other optimization methods is shown in Tables 4–7. The rise time and settling
times are comparable in all the methods, but the overshoot and the computational time is
least for the CI method for the cost function J1 = ISE. The average number of functional
evaluations is much lesser in the case of the CI method, which indicates a lesser control
effort. The value of the minimized objective function is also least for CI with J1.

For the cost function J2, the overshoot is small for CI and PSO methods, with the latter
having the least average overshoot. The cost function value is small for the PSO and ABC
methods, but computational time is very high, increased by 57.4% in PSO and by 96.4% in
the ABC method. For the cost function J2, the cost function of the PSO is the best and the
CI value is worst. However, the computational time is still the least in the case of the CI,
being much lesser than all the other methods.

For the cost function J4, the cost function values are comparable for all the methods.
The simulated annealing method fails to reach the steady state value even after 200 iter-
ations, and hence cannot be suitable for this index. The overshoot is increased in all the
methods, with the least overshoot and cost function given by the ABC. Even though the
computation time has increased for the CI, it continues to take lesser time for convergence
compared to all the other methods.

Table 4. Comparison of different optimization methods for the cost function ISE.

J1 = ISE
Parameters

CI GA PSO ABC SA

Avg. Overshoot % 5.6 14.6 16.2 18 21

Rise Time (ms) 0.037 0.038 0.036 0.035 0.035

Settling time (ms) 0.265 0.19 0.167 0.24 0.32

Cost function 0.006 0.0057 0.0063 0.0067 0.0064

Avg. computation Time (s) 542 1600 720 1100 1800

Avg. Function evaluations 84 242 88 100 400

Avg. No. of iterations 21 60 22 25 100
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Table 5. Comparison of different optimization methods for the cost function ITSE.

J2 = ITSE
Parameters

CI GA PSO ABC SA

Avg. Overshoot % 9.2 16.11 5 17.3 25

Rise Time (ms) 0.042 0.038 0.043 0.039 0.039

Settling time (ms) 0.39 0.42 0.37 0.38 0.27

Cost function value 0.0001 0.00018 1.7 × 10−5 1.7 × 10−5 0.00039

Avg. computation Time (s) 762 1500 1200 1500 1320

Avg. Function evaluations 84 204 88 100 1000

Avg. No. of iterations 21 51 21 25 200

Table 6. Comparison of different optimization methods for the cost function ITAE.

J3 = ITAE
Parameters

CI GA PSO ABC SA

Avg. Overshoot % 20 29 26 18 -

Rise Time (ms) 0.036 0.037 0.039 0.036 -

Settling time (ms) 0.31 0.36 0.39 0.40 -

Cost function value 4 × 10−4 3.44 × 10−4 3.97 × 10−4 2.65 × 10−5 3.97 × 10−4

Avg. computation Time (s) 1020 1500 1200 1500 1800

Avg. Function evaluations 84 204 88 100 1000

Avg. No. of iterations 21 51 21 25 200

Table 7. Comparison of different optimization methods for the cost function IAE.

J4 = IAE
Parameters

CI GA PSO ABC SA

Avg. Overshoot % 20 21 25 18 25

Rise Time (ms) 0.036 0.038 0.039 0.036 0.037

Settling time (ms) 0.28 0.42 0.39 0.38 0.29

Cost function value 0.0116 0.00548 0.0017 0.0024 0.005

Avg. computation Time (s) 542 1500 1200 1500 1320

Avg. Function evaluations 84 204 88 100 1000

Avg. No. of iterations 21 51 21 25 200

4.5. Convergence Plots of the CI Algorithm

The CI algorithm has a self-supervisory learning behavior for the candidates. This
can be shown in the convergence plot of Figure 16, which shows the convergence of
the candidates towards the required cost function. Similarly, the convergence of the
FOPID parameters towards the final value is shown in Figure 17. The fractional controller
parameters start converging to the solution after 5 iterations, and reaches optimal value in
21 iterations.

The error and control signals of the CI optimized plant with FOPID controller for a
reduction factor of 0.45 is shown in Figure 18.
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Figure 18. Control and error signals.

5. Conclusions

This article discusses a novel method for the design of a fractional order PID con-
troller for a buck converter using the cohort intelligence meta-heuristic algorithm. The
performance indices of ISE, ITSE, ITAE, and IAE were optimized using the CI algorithm.
The ISE index minimization gave the best results. The proposed system showed a fast
start-up response and smooth dynamic response. It was observed that the reduction factor
of the CI algorithm had an effect on the time domain response, as well as the cost function
value. The performance of the system with CI algorithm was compared with the GA, PSO,
ABC, and SA optimization algorithms for different cost functions. The CI algorithm gave
faster convergence to the optimal solution in comparison to all the other methods. The
much lesser function count and computation time required is a clear advantage of the CI
compared to the other methods and also reflects the lesser control effort required. The
overshoot and the average value of the objective function was the least for the CI method
with ISE. The cost function values for ITSE and IAE were found to be lesser for the PSO and
ABC methods, but at the cost of a much higher computational time. These show that the
CI algorithm can be an effective method for the optimal tuning of the FOPID parameters.
Optimization with CI for minimization of weighted combinations of the performance in-
dices can be tried in future. Future research will be performed on extension of CI algorithm
for multi-objective optimization and for the control of converters such as the boost and
buck-boost converters.
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