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Abstract: Burn is a devastating injury affecting over eleven million people worldwide and more
than 265,000 affected individuals lost their lives every year. Low- and middle-income countries
(LMICs) have surging cases of more than 90% of the total global incidences due to poor socioeconomic
conditions, lack of preventive measures, reliance on subjective and inaccurate assessment techniques
and lack of access to nearby hospitals. These factors necessitate the need for a better objective
and cost-effective assessment technique that can be easily deployed in remote areas and hospitals
where expertise and reliable burn evaluation is lacking. Therefore, this study proposes the use of
Convolutional Neural Network (CNN) features along with different classification algorithms to
discriminate between burnt and healthy skin using dataset from Black-African patients. A pretrained
CNN model (VGG16) is used to extract abstract discriminatory image features and this approach was
due to limited burn images which made it infeasible to train a CNN model from scratch. Subsequently,
decision tree, support vector machines (SVM), naïve Bayes, logistic regression, and k-nearest neighbour
(KNN) are used to classify whether a given image is burnt or healthy based on the VGG16 features.
The performances of these classification algorithms were extensively analysed using the VGG16
features from different layers.
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1. Introduction

Burns are a devastating injury subjecting more than 11 million people to psychological trauma [1].
These injuries cause an estimated mortality rate of over 265,000 globally per year [2,3]. Over 90% of
burn incidences are in low- and middle-income countries (LMICs), about 11 times higher than the
number of reported cases in high-income countries (HICs). Affected individuals in LMICs face a
long-term risk of psychological and physical abnormality with possible pernicious consequences to
their families, societies, and the nation at large. The socioeconomic status in developing countries has
been a major factor for the high incidence and high mortality rate [2]. Moreover, this has also been
attributed to illiteracy, lack of proper child supervision, crowded settlements, and unemployment.

The socioeconomic conditions complicate the situation due to a lack of access to hospitals or
burn centres and lack of modern objective diagnostic tools. Traditionally, burns are diagnosed by
burn surgeons or health specialists through inspection; however, inaccuracy and a lack of standard
guidelines for histological interpretation result in subjective assessment and sampling errors as a
result of burn heterogeneity [4–6]. The most widely used objective assessment method these days is
laser Doppler imaging (LDI) as an alternative [7]. LDI is used to assess burn depth by measuring
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the perfusion rate of burnt tissue where a high perfusion score signifies a superficial burn while
measurements with low perfusion scores signify deep burns. LDI has advantages over traditional
methods due to its ability to asses burn wounds with no physical contact; as such. patients are not
subjected to unnecessary pain [8,9]. However, the cost of diagnosis using LDI is very expensive,
the device is cumbersome, and scanning time takes approximately 4 s for a 10 cm× 10 cm perfusion
image [10].

Recently, the use of CNN was recognised due to its powerful capability to automatically extract
generic discriminatory features. This breakthrough technology has been applied to different application
domains such as face recognition [11], brain tumour detection [12], and crop disease detection [13].
Moreover, studies in [8,14] used pretrained CNN models for feature extraction and support vector
machines for the classification of features. Both studies used an immediate layer after the feature
extraction layer (convolution layers) for the feature extraction. The study in [1] used an average
pooling layer (pool5) for feature extraction and support vector machines for feature classification.
Similarly, the study in [14] used three VGGNet models independently (VGG16, VGG19, and VGG-Face)
for feature extraction, and, in all three scenarios, the first fully connected layer was used for feature
extraction, while a support vector machine was used for feature classification. An important thing to
consider and worth investigating is the most robust features in terms of accuracy and time complexity
during training. This study used a pretrained VGG16 model where features from the first and second
fully connected (FC) layers were used for classification by different classifiers.

The rest of the paper is organised as follows: Section 2 discusses the materials and methodology;
Section 3 presents the results and discussion; Section 4 concludes the study.

2. Materials and Methodology

Burn images are crucial data needed to diagnose the wound and determine the precise treatment
using machine learning algorithms. Although medical data are difficult to acquire due to confidentiality,
the datasets were obtained from Federal Teaching Hospital Gombe in North-Eastern Nigeria, approved
by the research and ethics committee. In total, 109 red/green/blue (RGB) images of patients were
obtained, and all features that could result in patient identification such as faces were cropped out,
as depicted in Figure 1. Then, different rectangular shapes of the burn’s representative areas were
extracted from the images, resulting to 320 images per class. Furthermore, these images were subjected
to transformation processes such as rotation, vertical flipping, and horizontal flipping, resulting in a
considerably large dataset of 840 images per class.
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The methodology in this study consisted of two parts: feature extraction and feature classification.
Figure 2 illustrates the methodology, starting from the input (x) being processed in a feed-forward
fashion and propagating from layer 1 to layer n. The convolutional layers along with other layers such
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as pooling, batch normalization, and activation layers denoted as f (x) served as feature extraction
layers, while the dense layers (i.e., FC layers) served as classification layers. However, instead of
retaining and retraining the FC layers, they were replaced with classification algorithm(s).
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Figure 2. Methodology process.

2.1. Extraction of Image Features

Here, VGG16 was used as a feature extractor because of its simplicity, and its architecture is
illustrated in Figure 3. To extract features, the source model was entirely copied excluding the last
classification layer and the copied layers were frozen. Freezing the layers ensures forward propagation
while disabling backpropagation during training. Note that, for investigation purposes in this study,
VGG16 was considered due to its architectural simplicity. VGG16 has five convolutional blocks,
where the first block has two convolution layers with 64 filters each, the second block has two
convolution layers with 128 filters, and the third block has three convolution layers with 256 filters,
while the fourth and fifth blocks have three convolution layers each with 512 filters. All filters in the
convolution layers have same size (i.e., 3× 3 size). The top layers are three FC layers where the first
two (FC1 and FC2) have 4096 neurons, while FC3 has 1000 neurons. In order to enhance computational
efficiency, VVG16 has a 2× 2 max-poling layer after each convolution.
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Given an input denoted as I0, this can be represented as tensor I0 ∈ RABC, where A is the height
of the image, B is the width of the image, and C represents the colour channels. The layers of the
pretrained VGG16 can be expressed as series of functions FL = f1 → f2 → f3 → . . . → fn . Moreover,
let us assume that Y1, Y2, Y3, . . . , Yn are respective outputs from each layer in the model, then the
intermediate k-th layer’s output can be computed from function fk and learned weights wk through
Xk = fk(Xk−1 : wk).

Note that each convolution layer learns different image features, whereby one layer may learn
edges, another may learn horizontal lines or vertical lines, and the lower layers learn complex and
generic features as the image propagates into deeper layers [15–17]. Therefore, in order to decide
a specific layer to use for the extraction of features, we ensure the image passes through all feature
extraction layers, which ensures that all relevant features learned by each layer were collected and
ready for classification. As such, the decision now is between FC layers, although a study for facial
recognition using deep learning features and support vector machines showed that the immediate
FC layer after the last convolution layer yields strong discriminatory features [11]. Here, we tried
to exploit discriminatory features from the first two FC layers of the VGG16 and compared different
classification algorithms. Each classification algorithm was tried on both FC layers’ features.

2.2. Classification of Features

Feature extraction is one part of the problem-solving process, whereas the other part involves
classification, which optimally discriminates the two given classes; it can be achieved using different
available classification algorithms such as decision trees (DT), support vector machines (SVM),
naïve Bayes, logistic regression, and k-nearest neighbour.

• DT is a classical classification supervised learning algorithm applied in different application
domains such as medical diagnosis [18], signal processing [19], and intrusion detection [20]. It is a
hierarchical classifier that builds a multi-label discrimination between classes to determine by
determining their specific patterns, and it is very flexible in terms of handling both binary and
multi-class classification problems [21].

• SVM is a supervised learning algorithm mostly used for binary classification [22]. It works by
finding an optimal separating hyperplane (a decision boundary) that separate the two classes.

• Logistic regression (LR) is also used for binary classification problems [23]; it determines a
relationship between categorical independent variables and dependent variables by evaluating
probabilities using a logistic function. LR is computationally efficient and takes less time to train
compared to SVM.

• The naïve Bayes (NB) classifier finds the probability of each class using a Bayesian formula [24,25].
It makes an assumption that all features of the samples in a particular class are independent of
each other, and then discriminates the features by evaluating the posterior probability for each
class, before allocating the feature to the class generating the maximum posterior probability.

• K-nearest neighbour (KNN) is a nonparametric classification algorithm that discriminates instances
into their distinct classes according to the degree of likeness [24]. The input datasets are separated
into K groups with during training where each instance is composed of features belonging to
its group.

These classifiers were trained one at a time to predict burns and healthy skin as shown in Figure 4.
Each classifier was separately trained using two sets of features (FC1 and FC2). The broken lines from
FC2 into the individual classifiers indicate that these features were not passed into any of the classifiers
once these classifiers were actively classifying FC1 features. The FC2 features were classified after the
classifiers completed their task on the FC1 features. The accuracy and training time of each classifier
was then computed.
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2.3. Training Process

This section presents the training of the classifiers using the CNN transferable features. One way
to train a chosen classifier is to divide the extracted features into two parts: one for training and
the other for testing. The reason for this is that training and testing the classifier using same data
cannot give a true estimate of the classifier’s performance. This approach, also known as the train–test
split (TTS) is very efficient and less computationally expensive since it involves training only a single
classifier in each run. However, the training or testing split may not contain strong representation
patterns, which may lead to a biased system. Secondly, the TTS approach is prone to overfitting.

Alternatively, although it is more computationally expensive than TTS, cross-validation (CV) is
an interesting technique which mitigates overfitting and captures the representation of each instance
during both training and testing processes, thereby giving an optimum performance estimate of the
classification algorithm. A common CV technique is k-fold cross-validation, where k is the number of
folds or parts into which the features are divided. The choice for k takes different values; most commonly,
choices are k = 3, k = 5, and k = 10. When the value of k = 10, this means that 10% of the features are
held out for testing, while the remaining 90% are used for training. This process is repeated k-times,
whereby, at each run, a different fold is used for testing. Logically, training using k-fold CV ensures that
k-classifiers are trained, and the mean score of their accuracies gives the overall performance estimate.
Due to its significant impact on mitigating overfitting and its performance effectivity, all classifiers in
this study were trained using the CV technique. Figure 5 depicts the CV technique used in this paper
where k = 10.
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3. Results and Discussion

In this section, experimental results are presented along with the explanation in detail. Table 1
shows the overall accuracy of each classifier from the features of FC1 and FC2 layers. Deep burn features
from FC1 and FC2 layers for classification using the DT algorithm are presented in the Table 1. Both FC
layers had 4096 feature vectors, but FC1 had 102,764,544 trainable parameters while FC2 had 16,781,312
trainable parameters. The DT classifier performed marginally better using deep FC2 features than FC1
features. Similarly, SVM and KNN achieved higher classification accuracy using FC2 features. It is also
worth noting that the training of the classification algorithms had no random effect; hence, a random
seed was used to ensure that the result was reproducible. By doing so, each algorithm was trained
using the same splits and in exactly the same way. This implies that execution started at the same place
every time for each classifier, which simply means that the experiment was fully deterministic.

Table 1. Classification accuracy. DT, decision tree; SVM, support vector machine; NB, naïve Bayes; LR,
logistic regression; KNN, k-nearest neighbour; FC, fully connected.

Layer DT SVM NB LR KNN

FC1 88.86% 95.83% 92.32% 96.07% 82.44%
FC2 88.93% 96.19% 91.85% 96.01% 87.38%

The result in Table 1 shows that DT performed slightly better with 4096 features of the FC2 layer,
achieving 88.93% accuracy, than when using the same number of features from the FC1 layer (88.86%).
SVM achieved 96.19% accuracy with FC2 features compared to 95.83% with FC1 features. Similarly,
an accuracy of 87.38% was achieved using 4096 FC2 features by KNN compared to 82.44% using 4096
FC1 features. Two classification algorithms (NB and LR), in contrast, achieved higher accuracy using
FC1 features than FC2 features. The NB classifier recorded an accuracy of 92.32% using FC1 features
compared to 91.85% with FC2 features, whereas LR achieved an accuracy of 96.07% using FC1 features,
which was marginally better than 96.01% with FC2 features.

Moreover, it is also obvious from Figure 6 that the best classification outputs came from the SVM
classifier, followed by LR. The results suggest that, for FC2 features, SVM was most appropriate and
effective, but LR was more suitable for use with FC1 features. This vitally shows that a good result can
only be determined through trial and error rather than using theoretical and mathematic proofs.
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Figure 6. Comparison of transferable features and classifier performance.

Furthermore, training time varied even though the same number of features was used from each
FC layer, but Table 2 shows that all classifiers that returned the most impressive classification output
using 4096 FC2 features took less time than when using FC1. DT was trained in 75.78 s with FC2
features compared to 104.75 s with FC1 features, SVM completed the training in 321.11 s with FC2



Appl. Syst. Innov. 2020, 3, 43 7 of 14

compared to 323.99 s with FC1 features, and KNN completed the training in 108.92 s with FC2 features
compared to 117.09 s with FC1 features. Similarly, those classifiers that performed better with FC1
features also indicated more efficiency in terms of training time. NB completed the training in 2.91 s
with FC1 features compared to 3.06 s with FC2 features, and LR completed the training in 26.10 s with
FC1 features compared to 26.47 s with FC2 features.

Table 2. Training time.

Layer DT SVM NB LR KNN

FC1 104.75 323.99 2.91 26.10 117.09
FC2 75.78 321.11 3.06 26.47 108.92

Figure 7 presents a graphical visualisation of the training time complexity with NB as the most
efficient classifier, taking a very short time to complete the training.
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Performance Evaluation

Performance evaluation measures in classification problems are determined from a matrix
(multidimensional table) showing examples of correctly and incorrectly classified instances from each
class, known as a confusion matrix. The confusion matrix for a binary classification problem has two
classes: positive and negative, as shown in Table 3.

Table 3. Confusion matrix. TN, true negative; FN, false negative; TP, true positive; FP, false positive.

True Class
Predicted Class

Negative Positive

Negative TN FP
Positive FN TP

TN, FP, FN, and TP respectively denote true negatives (examples of correctly predicted negative
images), false positives (examples of images incorrectly predicted as positive), false negatives (examples
of images incorrectly predicted as negative), and true positives (examples of positive images that are
predicted correctly).

Tables 4–8 show confusion matrices obtained using DT, SVM, NB, LR, and KNN, respectively,
with deep features from the FC1 layer.
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Table 4. Deep FC1 features and DT classifier.

True Class
Predicted Class

Negative Positive

Negative 761 79
Positive 97 743

Table 5. Deep FC1 features and SVM classifier.

True Class
Predicted Class

Negative Positive

Negative 829 11
Positive 59 781

Table 6. Deep FC1 features and NB classifier.

True Class
Predicted Class

Negative Positive

Negative 763 77
Positive 52 788

Table 7. Deep FC1 features and LR classifier.

True Class
Predicted Class

Negative Positive

Negative 826 14
Positive 52 788

Table 8. Deep FC1 features and KNN classifier.

True Class
Predicted Class

Negative Positive

Negative 834 6
Positive 289 551

Tables 9–13 shows classification results from the DT, SVM, NB, LR, and KNN classifiers, respectively,
using deep FC2 features.

Table 9. Deep FC2 features and DT classifier.

True Class
Predicted Class

Negative Positive

Negative 755 85
Positive 128 712

Table 10. Deep FC2 features and SVM classifier.

True Class
Predicted Class

Negative Positive

Negative 832 8
Positive 56 784
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Table 11. Deep FC2 features and NB classifier.

True Class
Predicted Class

Negative Positive

Negative 759 81
Positive 56 784

Table 12. Deep FC2 features and LR classifier.

True Class
Predicted Class

Negative Positive

Negative 829 11
Positive 56 784

Table 13. Deep FC2 features and KNN classifier.

True Class
Predicted Class

Negative Positive

Negative 827 13
Positive 199 641

The most common used evaluation measure is accuracy; Equation (1) shows how accuracy is
computed, and the result is shown in Table 1. Accuracy evaluates the classifier effectiveness by giving
the percentage of precisely classified samples. Error rate is a complement of accuracy which provides
the percentage of incorrectly classified samples, which can be evaluated using Equation (2).

accuracy =
TN + TP

FN + FP + TN + TP
. (1)

Error rate =
FN + FP

FN + FP + TN + TP
. (2)

Other performance evaluation measures include recall, precision, and F1-score. Recall, also known
as sensitivity, measures the proportion of positive samples classified as positive out of the total number
of positive samples, which can be computed using Equation (3). Precision gives the percentage of
relevant samples predicted by the classifier out of the total predicted instances, which can be computed
using Equation (4). In order to have balanced recall and precision values, a harmonic mean of these
values is computed to return a single metric referred to as the F1-score, which can be computed using
Equation (5).

recall =
TP

TP + FN
. (3)

Precision =
TP

TP + FP
. (4)

F1− score =
2

recall−1 + precision−1
. (5)

The results in Tables 14–16 show the computed precision, recall, and F1-score.

Table 14. Computed precision.

Layer DT SVM NB LR KNN

FC1 90.39% 98.61% 91.10% 98.25% 98.92%
FC2 89.34% 98.99% 90.64% 98.62% 98.01%
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Table 15. Computed recall.

Layer DT SVM NB LR KNN

FC1 88.45% 92.98% 93.81% 93.81% 65.60%
FC2 84.76% 93.33% 93.33% 93.33% 76.31%

Table 16. Computed F1-score.

Layer DT SVM NB LR KNN

FC1 89.41% 95.71% 92.43% 95.98% 78.88%
FC2 86.99% 96.08% 91.96% 95.90% 85.81%

Moreover, other common performance evaluation measures for binary classification problems
include the receiver operating characteristics (ROC) curve and precision–recall curve (PRC) [14,26].
The ROC curve is used to provide a graphical visualisation of the performance of a classification
algorithm. The graph depicts the trade-off between the true positive rate (TPR) and the false positive
rate (FPR). The area under the ROC curve (AUC) is widely used to evaluate the performance of the
classifier. The values of the AUC range between 0 and 1, whereby an AUC value between 0 and
0.5 indicates poor classification while an AUC value ranging between 0.5 and 1.0 indicates good
classification, and AUC = 1 indicates perfect classification. Figure 8 depicts the ROC curve of different
classifiers using 4096 FC1 features of the VGG16 model. Here, the figure shows the true positive rate
on the y-axis (vertical) and the true negative rate on the x-axis (horizontal). It is used to visualise
how the classifier effectively separates the two classes. AUC provides the degree of separability by
estimating how much the classifier is capable of discriminating the two classes, where a higher AUC
denotes better classification of burns as burns and healthy skin as healthy skin. SVM produced a better
discrimination output with AUC = 0.993, followed by LR with AUC = 0.961, NB with AUC = 0.923,
DT with AUC = 0.892, and KNN with AUC = 0.824. A good classification model has AUC near to 1,
which indicates good separability. A poor classification model has AUC near to 0, which indicates the
worst measure of separability. On the other hand, an AUC of 0.5 tells us that a model has no capacity
whatsoever in separating classes.

Appl. Syst. Innov. 2020, 3, x FOR PEER REVIEW 10 of 14 

 

classifier. The values of the AUC range between 0 and 1, whereby an AUC value between 0 and 0.5 
indicates poor classification while an AUC value ranging between 0.5 and 1.0 indicates good 
classification, and AUC = 1 indicates perfect classification. Figure 8 depicts the ROC curve of different 
classifiers using 4096 FC1 features of the VGG16 model. Here, the figure shows the true positive rate 
on the y-axis (vertical) and the true negative rate on the x-axis (horizontal). It is used to visualise how 
the classifier effectively separates the two classes. AUC provides the degree of separability by 
estimating how much the classifier is capable of discriminating the two classes, where a higher AUC 
denotes better classification of burns as burns and healthy skin as healthy skin. SVM produced a 
better discrimination output with AUC = 0.993, followed by LR with AUC = 0.961, NB with AUC = 
0.923, DT with AUC = 0.892, and KNN with AUC = 0.824. A good classification model has AUC near 
to 1, which indicates good separability. A poor classification model has AUC near to 0, which 
indicates the worst measure of separability. On the other hand, an AUC of 0.5 tells us that a model 
has no capacity whatsoever in separating classes. 

 
Figure 8. Receiver operating characteristics (ROC) curve comparing performances of the classifiers 
using 4096 FC1 features of the VGG16 model. 

Figure 9 depicts the ROC curve of the different classifiers using 4096 FC2 features of the VGG16 
model. Here, SVM also reported a better separability measure than the other classifiers. 

Figure 8. Receiver operating characteristics (ROC) curve comparing performances of the classifiers
using 4096 FC1 features of the VGG16 model.

Figure 9 depicts the ROC curve of the different classifiers using 4096 FC2 features of the VGG16
model. Here, SVM also reported a better separability measure than the other classifiers.
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Furthermore, this study explored the use of the precision–recall curve (PRC) to provide graphical
performance estimates using precision and recall performance evaluation measures. PRC has recall on
the x-axis and precision on the y-axis. Recall gives the proportion of burn samples correctly classified
out of the total burn samples, and precision gives the proportion of true positive samples out of
the predicted burn samples. PRC has advantages over ROC because the latter tends to provide an
overly convincing view of the performance of a classifier with class-imbalanced data. PRC is more
informative than ROC and is appropriate for assessing the performance of less represented samples.
PRC summarises a trade-off between true positive rate and positive predictive value. Figure 10 provides
the PRC of different classifiers using 4096 FC1 features of the VGG16 model. Figure 11 provides the
PRC of different classifiers using 4096 FC2 features of the VGG16 model. In both figures, AUC was used
to summarise the performances of the classifiers, which a retuned an estimated value. A value near 1
indicates excellent classification accuracy and a value near 0 indicates poor classification outcome.
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4. Conclusions

Training a CNN to classify a burn dataset is a difficult process because of the scarcity of images due
several reasons such as privacy issues. For this reason, the concept of transfer learning, which involves
reusing learnt weights of a CNN model trained on a different large dataset, can be used to solve another
similar problem with deficient datasets. Transfer learning can used in two different ways: fine-tuning
and feature extraction. The latter was used to extract off-the-shelf features, and DT, SVM, NB, LR,
and KNN were trained independently to classify the features. Moreover, each classifier was trained
using two different features extracted with the two different VGG16 layers.

In this study, it was found that some classifiers performed better when features were extracted
from a specific CNN layer while others returned poor performances. These performances were
analysed using different performance evaluation measures such as accuracy, time, ROC curve, AUC,
and PRC. Comparatively, NB and LR achieved better classification results with FC1 features, while DT,
SVM, and KNN achieved good classification results with FC2 features. This was reflected in Table 1 for
accuracy and in Figures 6 and 7.

Furthermore, this study discovered a great correlation between accuracy and training time for
each classifier. DT was more efficient in terms of accuracy and training time when trained with FC2
features, where it achieved 88.93% accuracy in 75.78 s compared to 88.86% accuracy in 104.75 s using
FC1 features. SVM achieved 96.19% accuracy in 321.11 s using FC2 features compared to 95.83%
accuracy in 323.99 s using FC1 features. KNN achieved 87.38% accuracy in 108.92 s using FC2 features
compared to 82.44% accuracy in 117.09 s using FC1 features. On the other hand, the NB classifier
recorded 92.32% accuracy in 2.91 s using FC1 features compared to 91.85% accuracy in 3.06 s using FC2
features, and LR achieved a classification accuracy of 96.07% in 26.10 s using FC1 features compared
to 96.01% accuracy in 26.47 s using FC2 features. This study can be extended further with different
pretrained CNN models, as well as using a multi-class classification problem, particularly for different
degrees of burns.
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