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Abstract

:

Decades of drug development research have explored a vast chemical space for highly active compounds. The exponential growth of virtual libraries enables easy access to billions of synthesizable molecules. Computational modeling, particularly molecular docking, utilizes physics-based calculations to prioritize molecules for synthesis and testing. Nevertheless, the molecular docking process often yields docking poses with favorable scores that prove to be inaccurate with experimental testing. To address these issues, several approaches using machine learning (ML) have been proposed to filter incorrect poses based on the crystal structures. However, most of the methods are limited by the availability of structure data. Here, we propose a new pose classification approach, PECAN2 (Pose Classification with 3D Atomic Network 2), without the need for crystal structures, based on a 3D atomic neural network with Point Cloud Network (PCN). The new approach uses the correlation between docking scores and experimental data to assign labels, instead of relying on the crystal structures. We validate the proposed classifier on multiple datasets including human mu, delta, and kappa opioid receptors and SARS-CoV-2 Mpro. Our results demonstrate that leveraging the correlation between docking scores and experimental data alone enhances molecular docking performance by filtering out false positives and false negatives.
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1. Introduction


Screening a chemical library to identify lead compounds is one of the most important tasks in the early stage of the drug development process. Because there are estimated to be 1060 possible drug-like molecules, accurate and cheap screening methods can help discover novel chemicals that possess favorable pharmacological properties [1]. Finding and developing new drugs from a vast number of compounds requires significant computational time and resources. Computational modeling methods have been used extensively in the past and are becoming increasingly popular with novel methods and increasing computer power. Among these methods, virtual high-throughput screening using molecular docking has been widely employed due to its relatively low computational cost. Molecular docking utilizes scoring functions to predict the binding affinity and orientation of a small molecule (ligand) within the active site of a target protein. In pursuit of this objective, a variety of scoring functions have been proposed, including force field-based [2,3], knowledge-based [4,5], and empirical scoring functions [6]. However, each scoring function comes with several limitations. Force field scores require careful parameterization, which can be time-consuming and might not cover all cases, leading to inaccuracies. Representing protein and ligand flexibility in these models is challenging, affecting binding energy predictions. Force fields simplify calculations but may miss real-world complexities [7,8]. Knowledge-based scores depend on diverse training data quality. Relying on limited or biased data leads to inaccuracies [5,9]. Empirical scores struggle with complexity, relying on predefined parameters and limited training data quality, which can be inaccurate for new molecules. These models struggle with flexibility, overlook energy contributions, and are less effective in complex contexts or differing systems [10,11]. Due to these limitations, the docking process often yields docking poses that do not reflect the true binding conformation leading to the inaccurate calculation of chemical binding properties. Figure 1 shows a scatter plot illustrating the correlation between the docking scores of ligands docked to the mu opioid receptor using the commonly used docking programs Autodock Vina and MOE and their experimentally measured affinity. The ligands were docked to the protein, and their docking scores were plotted against the experimentally measured affinity values. The Pearson correlation between the docking scores and the experimentally measured affinities is weak: 0.122 and 0.083 for Autodock Vina and MOE, respectively. Therefore, relying on the molecular docking scores to down-select compounds for follow-up experiments remains relatively inefficient.



To address these challenges, numerous studies have been conducted to predict the binding affinity of ligands and identify the active compounds using machine learning. Various machine learning algorithms, such as support vector machines (SVM) [12], random forests (RFs) [13], and gradient boosting [14,15], have been utilized to explore non-linear relationships between descriptors and binding affinity, with descriptors encoding information about the ligand, the protein, or intermolecular interactions in the protein–ligand complex. One of the recently widely used technologies is convolutional neural networks (CNNs). CNNs [16] represent a category of neural networks aimed at addressing the limitations of feed-forward neural networks. They utilize convolution operations in certain layers instead of matrix multiplication. Wallach et al. [17] introduced a deep convolutional network based on molecular structures for predicting bioactivity, specifically classifying small drug-like molecules into two activity categories, against a designated target. In recent years, numerous alternative architectures using CNNs have emerged for predicting binding affinity. Prominent instances include Pafnucy [18], DeepAtom [19], as well as OnionNet [20] and its successor OnionNet-2 [21], along with RoseNet [22]. Graph neural networks (GNNs) have gained significant attention and application in the field of drug development and have shown complimentary properties to CNNs [23]. GNNs are a class of machine learning models designed to work with graph-structured data, making them well suited for tasks involving molecular structures, protein interactions, and other complex chemical and biological systems [24,25]. Lately, generative machine learning models have been extensively utilized in drug development. These models, which include Generative Adversarial Networks (GANs) and Variational Autoencoders (VAEs), are capable of generating new data samples that resemble the training data. In the context of drug development, generative models can be employed to create novel molecular structures with desired properties. Corso et al. [26] developed DiffDock, a molecular docking approach using the diffusion model, one of the generative model methods. Additionally, Urbina et al. [27] created molecule analogue generation software called MegaSyn by utilizing generative models. However, these technology applications using machine learning are not without their drawbacks. According to Buttenschoen et al. [28], machine learning-based molecular docking methods were found to exhibit issues related to physical plausibility when evaluated using their developed ‘PoseBuster’ program. Furthermore, most studies rely on PDBbind for training, a curated collection of protein–ligand complexes with experimentally determined binding affinity data [29]. The database is publicly accessible and serves as an invaluable resource for training and validating machine learning models in the field of drug development. However, protein–ligand structures obtained through crystallography or other experimental techniques do not represent the full range of protein conformations and dynamics that occur in real biological systems. Additionally, the selection of protein structures for crystallization can be biased towards certain targets or conformations based on various factors, such as the ease of crystallization or research interest. Crystallizing proteins that are embedded in cell membranes, such as G protein-coupled receptors (GPCRs) and ion channels, present unique challenges due to their hydrophobic nature and complex interactions with the membrane [30]. Consequently, the PDBbind dataset contains a relatively limited number of these membrane proteins. Additionally, the performance of training models trained on the PDBbind dataset may be less effective when applied to these specific membrane proteins. Yang et al. [31] demonstrate how biased these datasets can be in their study. In addition, the number of crystalized ligands remains small relative to the size of the virtual chemical space. Li et al. [32] show how the PDBbind dataset lacks generalizability by testing it against a completely different dataset in their study.



Thus, ML models trained exclusively on PDBbind lack generalizability and motivate the need for transfer learning and additional fine-tuning to a specific protein target and chemical space. Otherwise, the lack of access to co-crystal structures for the majority of protein receptors constrains model applicability.



To address these challenges, we developed a novel machine-learning approach that does not rely on the most commonly used and structurally biased datasets, PDBbind and DUD-E [31], and does not require crystal structures of protein–ligand complexes. Our method can be trained using only the protein structures, known binding sites, experimental binding affinity data of ligands, and their docking poses. The primary objective of this pose classifier is similar to our original PECAN model [33]. However, our new proposed method does not require any co-complex structures. The labeling of a pose is based on its correlation with the pose docking score and experimentally measured binding affinity. The goal is to train the model for the specific binding site of the target receptor. Only the poses that are predicted as correlated to binding affinity are retained in the results, while the poses predicted as uncorrelated to binding affinity are filtered out. PECAN2 filters molecular docking poses, improving virtual high-throughput screening by at least 10%, specifically in detecting strong binders.




2. Materials and Methods


2.1. Data


To conduct experiments and assess the proposed pose classification, we employed a range of datasets containing protein–ligand complexes. We initially utilized a dataset comprising mu, kappa, and delta opioid receptors, which are integral parts of the opioid receptor system and play a significant role in the human response to opioids and other pain-relieving substances, along with their corresponding ligands (drugs). Data were sourced from BindingDB [34] and Pharos [35]. BindingDB is a comprehensive and publicly accessible database that provides quantitative measurements of binding affinities such as dissociation constants, inhibition constants, or binding constants between ligands and their target proteins. BindingDB contains experimental data obtained from various sources, including the scientific literature, patents, and other public databases. Pharos is the interface for a large NIH-funded database that focuses on three of the most commonly drug-targeted protein families, namely, G protein-coupled receptors (GPCRs), Ion channel (ICS), and Kinase [35].



The structures of the opioid receptors were downloaded from the protein data bank, and the pdb ids of three opioid receptors are 4DKL(mu) [36], 4DJH(kappa) [37], and 4RWA(delta) [38]. We procured 2338 ligands for the mu opioid receptor from Pharos, and 7419 from BindingDB. Furthermore, we acquired 8549 ligands for the delta receptor and 8576 ligands for the kappa receptor, all sourced from BindingDB. The three opioid receptors—mu, delta, and kappa—belong to the same family of G protein-coupled receptors (GPCRs), specifically the opioid receptor family. Despite having distinct roles and specificities, they share structural and functional similarities due to their common origin within this receptor family. The three opioid receptors—delta, kappa, and mu—exhibit sequence identities ranging from 55% to 58% when compared to each other [39]. The sequence similarity is illustrated in Figure 2.



The availability of mu opioid receptor structure data was checked in the Protein Data Bank. Our search yielded approximately 17 crystal structures related to the mu opioid receptor, 15 protein–ligand complexes and 2 proteins alone. This confirmed the limited number of structures available for effective machine learning training. In pursuit of testing our classifier against real-world data, we chose SARS-CoV-2 main protease (Mpro) data as our next target. The COVID-19 pandemic caused by SARS-CoV-2 remains a persistent global public health threat, igniting the development of antiviral therapies. The main protease (Mpro) of SARS-CoV-2, due to its vital role in the virus life cycle and high conservation across SARS-CoVs, stands out as an appealing drug target. The protein structure was downloaded from the PDB (pdbid: 6LU7) [40], and 4271 ligands with experimental measurements were retrieved from GOSTAR [41] and POSTERA [42].




2.2. Preprocessing


The ligand SDF files in 2D structure format require some preprocessing for further utilization. For ligand preparation, the formal charges of the ligand and the energy-minimized conformation were calculated by MOE [43]. The protein structures were refined by MOE quick prep preparation. In this process, MOE Protein Quick Prep adds missing hydrogen atoms, assigns partial charges, optimizes sidechain conformations, and addresses structural issues such as gaps or missing residues. The protein was truncated, leaving only the structures within a radius of 12 Å from the binding site. To assess the sensitivity of the pose classifier to the choice of docking program, we docked our ligand data to the target protein using two molecular docking programs, Autodock Vina [44], and MOE. Autodock Vina was used in the conveyor LC [45] pipeline at Lawrence Livermore National Laboratory. A total of 20 docking poses were generated using Autodock Vina, and 10 poses using MOE for each ligand. To increase the chances of obtaining accurate docking results, it was necessary to restrict the molecular weight (MW) of the ligands to 700 Da or lower, and all duplicate data were eliminated. The interaction features used as input for training the PCN model were computed using the Open Drug Discovery Toolkit (ODDT) [46] (https://github.com/oddt/oddt, accessed on 3 April 2023). Four interaction features were calculated: the number of hydrogen bonds, the number of hydrophobic contacts, the number of pi–pi stacking, and the number of salt bridges. The atomic representation was composed of 19 features, as described in Jones et al. [23]. Computational outcomes were collected and stored within a sequence of HDF5 files.




2.3. Point Cloud Network (PCN)


A Point Cloud Network (PCN) is a type of neural network architecture designed to process and analyze point cloud data [47]. Point clouds are sets of data points in a three-dimensional space that represent the shape and structure of objects. Molecular structures of drugs and proteins can be represented as point clouds, where each point corresponds to an atom’s position in three-dimensional space. The PCN model can be used to process these point clouds and extract meaningful features, such as spatial arrangements of atoms or local surface properties. Unlike convolutional neural networks, PCN does not rely on a voxel grid, resulting in fewer model parameters and a significantly faster training process. A detailed description of the architecture of the PCN is given in our previous study [33].




2.4. Experimental Setup


PCN models were developed using PyTorch [23] and executed on multiple NVIDIA TITAN Xp GPUs. For training, we employed the widely used BCE (Binary Cross-Entropy) loss function and utilized the Adam optimizer with a learning rate of 0.001. The training was carried out with a minibatch size of 50 and ran for a total of 50 epochs, a choice guided by considerations from our previous research [33].



The following describes how we labeled the data. The points inside the plots of Figure 3 represent individual docking poses. A scatter plot depicting the relationship between experimental affinity and docking score was generated (see Figure 3a). All docking scores were multiplied by −1 to be consistent with affinity values transformed into pKi and pIC50 by taking the logarithm of Ki or IC50 values and multiplying by −1. Subsequently, the z-scores of both the docking score and affinity were computed to effectively address any outliers. In this process, values with a z-score less than 3 were removed (refer to Figure 3b). Next, the docking score and affinity values underwent normalization, resulting in a range between 0 and 1 (refer to Figure 3c). A reference guideline y = x was introduced to measure the distance between the scatter plot’s x, y coordinates and the guideline. Based on this distance, a distinction was determined: points falling within the defined distance were labeled as correct poses (label = 1), whereas points beyond this distance were labeled as incorrect poses (label = 0) (refer to Figure 3d). The specific distance value (the arrow d inside Figure 3d) chosen hinges on the unique outcomes of the docking process. Since docking poses and docking scores generated from docking results can vary from program to program and even from data to data, the distribution of correlations can also vary. For these reasons, the defined distance inevitably varies with each docking. For example, if there are many correlated poses between docking scores and affinities, meaning that they are densely clustered around the y = x guideline, then the defined distance would be short. Conversely, if there are few poses around the y = x guideline, then the defined distance would be longer. This is because, for unbiased training, the number of blue and yellow points should be balanced when plotting figures like Figure 3d. We iteratively found distance ‘d’ until the number of blue and yellow points became well balanced, with the difference being within approximately 1%. The aim was to select a distance that strikes a balance between the number of correlated and uncorrelated poses.



The data splitting was carried out using two methods: random splitting and scaffold-based splitting to ensure non-overlapping chemical structures. For random splitting, we utilized the random selection feature available in Pandas (version 1.5.3), a software library written for Python, while for scaffold splitting, we employed the AMPL [48] pipeline with Bemis–Murcko scaffold [49]. We opted to remove outliers and normalize the data due to the variability in scatter plots between the docking score and the experimental affinity of the docking results. This preprocessing step was essential as it allowed us to avoid the necessity of establishing different labeling guidelines, which would have been required if we had not performed these adjustments.





3. Results


We conducted several evaluations to quantitatively measure the effectiveness of the proposed pose classification approach. Our evaluation report on model performance includes (1) randomly sampled data used for training, (2) training and test sets with completely different structures (scaffold splits), (3) training on one dataset and testing on another (cross-testing), and (4) the impact of varying the size of the training set. To address these evaluations, we used datasets for mu, delta, and kappa opioid receptor and the SARS-CoV-2 main protease.



3.1. Pose Classification Model Performance


3.1.1. Random Split


The mu, kappa, and delta opioid receptor ligand data were randomly split into training, validation, evaluation1, and evaluation2 at a 70:10:10:10 ratio. We employed two evaluation sets for specific reasons. The first set was designed without outliers and a normalization process, while the second set underwent the same processing as the training and initial evaluation sets. The purpose of this distinction is to enable testing our model on the evaluation set that reflects conditions similar to those of random ligand data, as our model is intended to handle such scenarios, including potential outliers. The second set was labeled with normalized data, excluding outliers, similar to the training and validation sets. This was used to examine the results of the training. The Pearson correlation value for the evaluation1 set was computed twice: once solely based on docking performance and then again after applying the PECAN2 machine learning model to filter out incorrect poses. We then compared the resulting Pearson correlation values. We also collected the top 5% ranked compounds from the evaluation set and counted how many strong binders (affinity value, pKi, or pIC50, is greater than 7) each model reported. Table 1 shows the results of the PCN model for the evaluation1 set of the mu, kappa, and delta opioid dataset using Autodock Vina and MOE.



Overall, when the PECAN2 pose classifier was applied, we observed a notable improvement in the Pearson correlation coefficients between binding affinity and docking score compared to when PECAN2 was not applied. Additionally, upon examining the compounds ranked in the top 5%, it was observed that the number of strong binders increased. Experiments with docking poses using both Autodock Vina and MOE consistently demonstrated the most significant improvement in Pearson coefficients for the delta receptor data. In Autodock Vina, it went from 0.165 to 0.416, while in MOE, it increased from 0.094 to 0.448. In strong binder detection, Autodock Vina showed the most improvement with delta data (33%), while MOE exhibited the most improvement with kappa data (27%). In general, the Pearson value increased by an average of 0.29, and the number of strong binders, when using PECAN2, found an average of 24.5% more strong binders compared to when it was not used. These results were not limited to compounds with a binding affinity of 7 or higher but also extended to compounds with binding affinities of 8 and 9 or higher. All scatter plots and histograms are provided in Figure S1 of the Supporting Information. This improvement is due to the application of the PECAN2 model, which resulted in the removal of uncorrelated poses. As one example, when looking at the scatter plot of the delta result in Figure 4, it becomes evident that the rise in correlation between the docking score and affinity results from the filtration of false positive and false negative poses.




3.1.2. Scaffold Split


Although there were no identical compounds overlapping between randomly split training and evaluation sets, there could be structurally similar compounds. To ensure structurally different, non-overlapping datasets between training and evaluation, we split the dataset into training and test sets based on the scaffold of compounds to ensure non-overlapping structural patterns. The structure-based split results demonstrate that the pose classifier can distinguish between correlated and uncorrelated poses, even when the structures of the ligands in the training and testing sets are different.



Overall, similar to the random split data experiment, the application of the PECAN2 pose classifier resulted in improved Pearson coefficients. When reviewing the compounds ranked in the top 5%, an increase in the number of strong binders was observed, as detailed in Table 2. In general, the Pearson value increased by an average of 0.24, and the number of strong binders, when using PECAN2, found an average of 10.5% more strong binders compared to when it was not used. Differing from random splitting, in Autodock Vina docking, the delta receptor data displayed the most notable increase in Pearson value, going from 0.24 to 0.49, while in MOE docking, the mu receptor data demonstrated the most substantial increase in Pearson value, going from 0.04 to 0.4. In strong binder detection, both Autodock Vina and MOE showed the most significant improvement with delta data, with 17% and 20%, respectively. All scatter plots and histograms are provided in Figure S2 of the Supporting Information.




3.1.3. Cross-Testing


Due to the high similarity in the structures of the three opioid receptors (Figure 2), we evaluated model performance when trained on one receptor and applied to the other two opioid receptors. For instance, after training on the mu Autodock Vina dataset, we tested the model on both the whole kappa and delta Autodock Vina datasets separately. We employed this approach to test the mu and kappa datasets on the model trained with the delta dataset, and tested the mu and delta datasets on the model trained with the kappa dataset. This was also applied in MOE.



The Pearson correlation between docking score and binding affinity increased when PECAN2 was used across all experiments, as detailed in Table 3. When both programs were trained on mu data and tested on kappa data, Autodock Vina showed the most significant improvement, increasing from −0.02 to 0.113, while MOE improved from 0.015 to 0.23. In general, the Pearson value increased by an average of 0.11, and the number of strong binders, when using PECAN2, found an average of 7.25% more strong binders compared to when it was not used. The results of testing the delta data with the model trained using kappa showed a decrease in the number of identified strong binders. While there could be several reasons for this observation, one potential factor is that the docking results of kappa receptor data using Autodock Vina are less favorable compared to others. When examining the Pearson correlation between the binding score and experimental affinity after docking kappa data with Autodock Vina, it showed the lowest value of −0.02. Therefore, even when testing with mu data after training with kappa, the Pearson correlation also increased the least, at 0.03, and the identification of strong binders increased by only 4%. Since all data for each receptor were used for testing, there were significantly more poses used in the testing than in previous experiments. Figure 5 shows a scatter plot representing the docking results for the mu receptor, and it clearly shows that many uncorrelated poses have been filtered out after applying the PECAN2 model trained with delta data. Despite training on a different receptor, this experiment demonstrates a discernible advantage in extending the application to a near neighboring receptor.




3.1.4. Data Limitation Experiment


The previous experiments used relatively large training set sizes (thousands of compounds), while most protein targets are likely to have smaller data sets available. This prompted us to investigate how the ML model’s performance is affected by the training set size, by conducting the same experiment with reduced data quantities. We trained the MOE delta model with 5061 ligands, then 725 ligands, and finally 300 ligands (Table 4), and evaluated performance on the same test set. The training, validation, and testing sets were all split randomly, and we used 726 ligands in the validation set and 740 ligands in the test set. As expected, the model’s performance decreases as the amount of training data decreases; however, even with the smallest training set size, there was a noticeable improvement when using PECAN2. As shown in Table 4, the docking model started with a Pearson correlation of 0.035, which increased after using PECAN2 to 0.352, 0.272, or 0.108 depending on the training set size (5061, 725, or 300, respectively).



As for finding strong binders, the model trained with 5061 ligands found 30 strong binders, the one trained with 725 found 27, and the model trained with 300 found only 24 strong binders, which improved on using only docking, which identified only 20. Figure 6 illustrates how false positive and false negative poses are filtered out based on training set size.




3.1.5. SARS2 Mpro Data


To examine whether our approach extends to different types of proteins, we applied our method to the SARS-CoV-2 main protease (Mpro) target. Mpro has fewer ligands (4271 ligands) and is a different protein class compared to the opioid receptor. Both IC50 and Ki experimental results were utilized. Similar to the opioid receptors, PECAN2 was also effective at improving the docking results for the Mpro data. Table 5 displays the changes in Pearson values with and without PECAN2, as well as the number of strong binders among the top 5% ranked compounds. When utilizing the PECAN2 method instead of relying only on docking results, the Pearson correlation increased, and we identified a greater number of strong binders. When using Autodock Vina, the Pearson value increased from 0.17 to 0.40, while with MOE, it increased from 0.23 to 0.45. The number of compounds with a binding affinity of 7 or higher found in the top 5% was four to six for Autodock Vina and three to five for MOE. Similar to other experiments, using the PECAN2 model allowed us to find more of the strong binders.



This demonstrates that PECAN2 can be applied to different classes of protein targets and improve on multiple docking programs. All scatter plots and histograms are provided in Figure S4 of the Supporting Information.





3.2. Speed Test on PECAN2


Unlike existing models that can be applied universally to different datasets after being trained once, our approach requires new training whenever protein targets and docking programs change. Therefore, the training time is a significant factor to consider. In our previous study [33], we demonstrated that PCN is approximately 30 times faster than a comparable 3D-CNN. We measured the times for both training and testing per pose. While times varied slightly depending on the structures of the ligands and the protein structures, on average, it took 3.03 s per pose for training and 0.005 s per pose for testing. Assuming there are 5000 ligands, and a docking program generates 10 poses for each ligand, the time required to train on 50,000 poses would be calculated as follows: (3.03 × 5K × 10)/3600 = 42 h. If testing is conducted on 500 ligands, the time required would be: (0.005 × 500 × 10) = 25 s. The runtimes were measured using an NVIDIA TITAN Xp GPU. In the case of Autodock Vina docking, assuming the use of five processors and a single node machine, the docking time per ligand took approximately 3.46 s.





4. Discussion


Predicting ligand–protein binding remains a fundamental problem in computational biology. Traditional computational docking approaches have been well studied and have been used in drug discovery for virtual screening for decades, but more accurate methods are required for rapid drug development. As described above, it is challenging to identify high-affinity compounds using existing molecular docking methods. The primary reason is that real physiological systems involve an abundance of variables, and as a result, docking scores do not correlate with experimentally measured binding affinity. Therefore, we believed that by identifying correlated docking poses that vary across different docking programs and proteins and utilizing them for training in our high-throughput screening, we could increase the hit rate of the virtual high-throughput screening. Our proposed method, utilizing a 3D atomic neural network (PCN) to learn the correlations between docking scores and experimental data of each docking method, offers two distinct benefits when compared to other machine learning approaches, especially neural network approaches using 3D atomic representations. First, most of the neural network approaches conducted binding affinity prediction and classification experiments predominantly using the PDBBind dataset. However, this PDBBind dataset is somewhat limited in terms of the variety of protein types, making those approaches challenging for application in all virtual screening scenarios. Our approach is not limited to protein types, so as long as there is the crystal structure of the binding site and sufficient ligand experimental data, it can be applied to any protein type. Second, for many protein receptors, the protein–ligand complex crystal structure data are not available while only experimental binding affinity data are available. In this case, the machine learning methods relying on the complex or ligand crystal structures, such as atomic-level 3D-CNN- or graph neural networks (GNN)-based binding affinity prediction [50], are not applicable. Furthermore, machine learning methods to classify docking poses such as PECAN [33] and the method of Shen et al. [51] cannot be used as they need to train the models on the crystal structure data and the protein types in the PDBBind datasets are limited. On the other hand, our approach is applicable to many cases with the absence of complex crystal structures. In addition to the benefits above, our method uses a light-weight neural network based on PCN, enabling fast training, compared to other neural network types such as 3D-CNN and spatial graph CNN (SG-CNN).



To test our approach in experiments, we utilized the opioid receptor datasets in this study and further extended our experiments to include SARS2 Mpro data. We used two different widely used docking programs, Autodock Vina and MOE. We initially split the training and testing data using two different methods to evaluate the model’s performance. Firstly, we randomly partitioned all data into training, validating, and testing sets. Secondly, we divided the data based on the structures of the ligands to ensure that the training and validation/test sets do not overlap structurally. The model performance (Section 3.1.1) shows that the proposed method can effectively increase the Pearson value and find more strong binders. For the scaffold splitting experiment (Section 3.1.2), while the results were not as favorable, this approach still identified a greater number of strong binders in terms of the Pearson correlation between affinity and docking score. We anticipated that the results of the scaffold experiment would not be as favorable as the random experiment because predicting outcomes becomes more challenging when the structures of ligands are entirely different. Figure 7 is a histogram that compares the number of strong binders when selecting the top 5% based on docking scores in both random splitting and scaffold splitting experiments. It is evident that in both experiments, using PECAN2 resulted in finding a greater number of strong binders, regardless of the specific docking program used. This demonstrates that our method may also work when we apply it to new datasets in the future.



As mentioned in Section 2, due to the high sequence similarity of the mu, kappa, and delta opioid receptors, we tested whether a docking model trained on one protein could be applied to another protein. While the improvement in Pearson value was less significant relative to testing on the same protein after training on a single protein, there was still an overall improvement (Section 3.1.3). We also attempted to apply the model trained on the delta receptor dataset to the SARS2 data. All scatter plots and histograms are provided in Figure S3 of the Supporting Information. As anticipated, this model not only failed to improve the Pearson correlation of the SARS2 data but also resulted in a decline. This was in line with our expectations because the protein structures of the two datasets are very different. This demonstrates the versatility of our approach, indicating its potential applicability across diverse scenarios. For instance, within the same protein family where sequences are similar, if data for one protein are limited, training on data from another protein within the family could be conducted for testing purposes.



Since the initial experiments used larger training set sizes than would be available in many real-world drug discovery projects, we considered models trained on smaller dataset sizes (Section 3.1.4). As expected, the increase in Pearson correlation decreased as the training dataset size reduced from 5061 to 725 and then to 300. However, these results still demonstrate that models trained with smaller datasets were still effective compared to models that were not trained using PECAN2.



The definitions of strong binder and weak binder can vary considerably depending on the characteristics of the drug and its target molecule. However, in our context, we consider a ligand to be a strong binder if its Kd value is below 100 nM (pKd ≥ 7), a medium binder if it falls within the range of 100 nM–10 μM (pKd = 4–7), and a weak binder if the Kd value is above 10 μM (pKd ≤ 4). Based on these criteria, our data contain 52 weak binders in the mu dataset, 85 weak binders in the delta dataset, and 18 weak binders in the kappa dataset. In our experiment described above, we excluded outliers and normalized the data for training, so we did not include ligands that were completely non-binders. However, considering the presence of non-binders in real data, we conducted an experiment to see how many non-binders PECAN2 could filter out by adding data for non-binders, which are ligands with no activation at all. We supplemented the original 712 delta test data with an additional 387 non-binders and ran PECAN2. Analyzing the top 5% docking score ligands from a total of 1099 ligands, we identified 24 strong binders without using PECAN2 and 36 strong binders when PECAN2 was employed. Additionally, out of the 387 non-binders, approximately 40%, or 154 non-binders, were filtered out. The utilization of PECAN2 in filtering out non-binders aided in the identification of strong binders.



Our experiments also considered the sensitivity of performance to the choice of docking program. For instance, using delta data with the two different docking programs, while binding affinity remains constant for each ligand, docking scores varied with the two docking programs. As a result, even for the same pose, it could be labeled differently as a correlated pose or an uncorrelated pose depending on the docking program. Overall, applying the PECAN2 model to the results of docking with MOE showed a greater improvement in Pearson correlation compared to applying PECAN2 to the results of docking with Autodock Vina. However, this may be attributed to the fact that, in general, the Pearson correlation of MOE docking without PECAN2 was lower than that of Autodock Vina docking. Various docking programs yield different results because they utilize distinct search algorithms and scoring functions to predict the binding poses and affinities between ligands and target proteins. Nevertheless, in our experiments, both tested programs showed improved screening results when the PECAN2 model was employed, which implies that this approach should apply to other docking programs.



Nonetheless, our proposed methodology has its limitations as it relies on the poses generated by existing docking programs. For instance, a major drawback of molecular docking, in which the docking scores are always highly correlated with molecular weight, cannot be addressed by our method. This is because our proposed methodology does not involve creating new docking poses or generating new docking scores. Instead of attempting to alter these tendencies, our approach focuses on leveraging them to enhance the identification of strong binders. By filtering out poses generated by the original docking program, we aim to optimize the selection process and improve the accuracy of identifying potential candidates.




5. Conclusions


We developed and tested PECAN2, a novel ML model that uses a 3DPCN to enhance the performance of molecular docking-based screening tools such as Autodock Vina and MOE. We applied our pose classifier to two different types of experimental datasets, opioid receptors, a type of G protein-coupled receptor (GPCR) which is not well-studied in the machine learning-based drug development community, and SARS2, which has garnered significant research attention worldwide due to its global impact on public health. By integrating our PCN pose classification into docking screening, we significantly improved the identification of compounds with activity against these targets. We introduced a novel labeling method that allows the use of PCN for classification without relying on crystal structures of ligands. This approach has the advantage of not being limited to protein structures and not requiring the PDBbind data often used in machine learning experiments. We also highlighted its applicability in cases where experimental data related to ligands, such as ion channels or GPCRs, are abundant but crystal structures are insufficient for machine learning training. More importantly, our study illustrated how pose classification enhances the overall screening process in docking. Our new approach filtered out false positive poses and weak-binding compounds, resulting in the enrichment of true positives among the top-scoring compounds, thus ensuring improved outcomes in the virtual screening process for docking.
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Figure 1. Correlation scatter plot showing the relationship between docking scores and experimental ligand affinities for all docking poses of the mu opioid receptor dataset from Autodock Vina and MOE. 
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Figure 2. Comparison of mu, delta, and kappa opioid receptor sequences. 
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Figure 3. Labeling process of mu opioid receptor. (a) A scatter plot depicting the relationship between docking scores and affinity. (b) Scatter plot after removing outliers. (c) Scatter plot after normalization. (d) Scatter plot with the guideline—yellow represents poses where binding affinity and docking score are correlated, while blue represents poses where binding affinity and docking score are uncorrelated. 
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Figure 4. Two scatter plots depict the docking poses of delta opioid receptor ligands (MOE). The scatter plot on the left illustrates the correlation without the utilization of the PECAN2 model, while the scatter plot on the right showcases the correlation after the removal of uncorrelated poses predicted by the PECAN2 model. 






Figure 4. Two scatter plots depict the docking poses of delta opioid receptor ligands (MOE). The scatter plot on the left illustrates the correlation without the utilization of the PECAN2 model, while the scatter plot on the right showcases the correlation after the removal of uncorrelated poses predicted by the PECAN2 model.



[image: Make 06 00030 g004]







[image: Make 06 00030 g005] 





Figure 5. Two scatter plots depict the docking poses of mu opioid receptor ligands using the MOE program. The scatter plot on the left illustrates the correlation without the utilization of the PECAN2 model, while the scatter plot on the right demonstrates the correlation after the removal of incorrectly predicted poses, achieved by training the PECAN2 model on the delta dataset and then testing it on the entire set of mu opioid receptor docking poses. 
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Figure 6. Pearson correlations between docking scores and binding affinities with a reduced number of training data points. (a) Scatter plot using only the MOE docking program. (b) Scatter plot after applying the PECAN2 model trained with 5061 ligands. (c) Scatter plot after applying the PECAN2 model trained with 725 ligands. (d) Scatter plot after applying the PECAN2 model trained with 300 ligands. 
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Figure 7. Comparison of results between randomly splitting the training and test sets and splitting based on scaffold. 
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Table 1. In the random split experiment, the Pearson values before and after filtering out uncorrelated poses using PECAN2, along with the number of strong binders found in the top 5% ranked compounds.
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Docking

Program

	
Name of Opioid Receptor

(Number of Testing Ligands)

	
Pearson Values

(+Difference)

	
Number of Strong Binders/Number of the Top 5% Ranked Compounds

(+Difference)




	
Without PECAN2

	
With PECAN2

	
Without PECAN2

	
With PECAN2






	
Autodock

Vina

	
Mu (906)

	
0.148

	
0.393 (+0.245)

	
34/46, 74%

	
42/46, 91% (+17%)




	
Kappa (729)

	
−0.048

	
0.168 (+0.216)

	
17/37, 45%

	
28/37, 75% (+30%)




	
Delta (712)

	
0.165

	
0.416 (+0.251)

	
17/36, 47%

	
29/36, 80% (+33%)




	
MOE

	
Mu (927)

	
0.108

	
0.436 (+0.328)

	
28/47, 59%

	
38/47, 80% (+21%)




	
Kappa (740)

	
0.035

	
0.352 (+0.317)

	
20/37, 54%

	
30/37, 81% (+27%)




	
Delta (717)

	
0.094

	
0.448 (+0.354)

	
22/36, 61%

	
29/36, 80% (+19%)











 





Table 2. In the scaffold split experiment, the Pearson values before and after filtering out uncorrelated poses using PECAN2, along with the number of strong binders found in the top 5% ranked compounds.
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Docking

Program

	
Name of Opioid Receptor

(Number of Testing Ligands)

	
Pearson Values

(+Difference)

	
Number of Strong Binders/Number of the Top 5% Ranked Compounds

(+Difference)




	
Without PECAN2

	
With PECAN2

	
Without PECAN2

	
With PECAN2






	
Autodock

Vina

	
Mu (821)

	
0.17

	
0.39 (+0.22)

	
31/42, 73%

	
36/42, 86% (+13%)




	
Kappa (653)

	
−0.115

	
0.035 (+0.15)

	
17/33, 52%

	
18/33, 55% (+3%)




	
Delta (585)

	
0.24

	
0.49 (+0.25)

	
15 /30, 50%

	
20/30, 67% (+17%)




	
MOE

	
Mu (839)

	
0.04

	
0.4 (+0.36)

	
29/42, 69%

	
32/42, 76% (+7%)




	
Kappa (665)

	
0.019

	
0.27 (+0.25)

	
18/34, 53%

	
19/34, 56% (+3%)




	
Delta (592)

	
0.21

	
0.42 (+0.21)

	
15/30, 50%

	
21/30, 70% (+20%)











 





Table 3. In the cross-testing experiment, the Pearson values before and after filtering out uncorrelated poses using PECAN2, along with the number of strong binders found in the top 5% ranked compounds.
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Docking

Program

	
Training Data

	
Testing

(Number of Testing Ligands)

	
Pearson Values

(+Difference)

	
Number of Strong Binders/Number of the Top 5% Ranked Ligands

(+Difference)




	
Without PECAN2

	
With PECAN2

	
Without PECAN2

	
With PECAN2






	
Autodock

Vina

	
Mu

	
Delta

(7120)

	
0.197

	
0.247 (+0.05)

	
197/356, 55%

	
223/356

63% (+8%)




	
Kappa

(7294)

	
−0.02

	
0.113 (+0.133)

	
192/365, 53%

	
229/365

63% (+10%)




	
Kappa

	
Mu

(9069)

	
0.14

	
0.17 (+0.03)

	
305/454, 67%

	
323/454

71% (+4%)




	
Delta

(7120)

	
0.197

	
0.21 (+0.013)

	
197/356, 55%

	
194/356

54% (−1%)




	
Delta

	
Mu

(9069)

	
0.14

	
0.22 (+0.08)

	
305/454, 67%

	
357/454

79% (+12%)




	
Kappa

(7294)

	
−0.02

	
0.073 (+0.093)

	
192/365, 53%

	
223/365

61% (+8%)




	
MOE

	
Mu

	
Delta

(7178)

	
0.093

	
0.18 (+0.087)

	
184/359, 51%

	
194/359

54% (+3%)




	
Kappa

(7407)

	
0.015

	
0.23 (+0.215)

	
179/371, 48%

	
223/371

60% (+12%)




	
Kappa

	
Mu

(9270)

	
0.083

	
0.213 (+0.13)

	
289/464, 62%

	
326/464

70% (+8%)




	
Delta

(7178)

	
0.093

	
0.24 (+0.147)

	
184/359, 51%

	
195 /359

54% (+3%)




	
Delta

	
Mu

(9270)

	
0.083

	
0.292 (+0.209)

	
289/464, 62%

	
342/464

74% (+12%)




	
Kappa

(7407)

	
0.015

	
0.18 (+0.165)

	
179/371, 48%

	
208/371

56% (+8%)











 





Table 4. Effect of dataset size for kappa using the MOE program. Pearson values and the number of strong binders before and after filtering out the incorrect poses.






Table 4. Effect of dataset size for kappa using the MOE program. Pearson values and the number of strong binders before and after filtering out the incorrect poses.





	
Docking

Program

	
Number of Training Compounds

	
Pearson Values

(+Difference)

	
Number of Strong Binders/Number of the Top 5% Ranked Ligands

(+Difference)




	
Without PECAN2

	
With PECAN2

	
Without PECAN2

	
With PECAN2






	
MOE

	
5061

	
0.035

	
0.352 (+0.317)

	
20/37, 54%

	
30/37, 81% (+27%)




	
725

	
0.272 (+0.237)

	
27/37, 73% (+19%)




	
300

	
0.108 (+0.073)

	
24/37, 65% (+9%)











 





Table 5. In the SARS2 Mpro experiment, the Pearson values before and after filtering out uncorrelated poses using PECAN2, along with the number of strong binders found in the top 5% ranked compounds.
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Docking

Program

	
Pearson Values

(+Difference)

	
Number of Strong Binders/Number of the Top 5% Ranked Ligands

(+Difference)




	
Without PECAN2

	
With PECAN2

	
Without PECAN2

	
With PECAN2






	
Autodock Vina

	
0.17

	
0.40 (+0.23)

	
4/21, 19%

	
6/21, 29% (+10%)




	
MOE

	
0.23

	
0.45(+0.22)

	
3/22, 14%

	
5/22, 23% (+9%)

















	
	
Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or products referred to in the content.











© 2024 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https://creativecommons.org/licenses/by/4.0/).








Check ACS Ref Order





Check Foot Note Order





Check CrossRef













media/file13.jpg
e s

g g &
AR APt

[ —
Scaffold.





media/file4.png
Mu 1 - - TGSPSMVEA I IMALYS I VEVVELFENFLVYMYV I VRYTFRMKETFATN | Y | FNLALABALAT 59
Delta | GARSASSLALAIAI ALY AVCAVGLLENVLVMFE I VRYTKMKTATNIY | FNLALABALA 61
Keppa e - PAIPV I | AVY VVEVVEGLVENSLVMFV I IRYTKMKTATN!| Y| FNLALABALYV

Mu LP'F YLM PFENI LCK IV |ovv LCTEMSVBRY | AVCHPVKALBFR 120
2""" LPF YLM PFCIEBLLCKAVLS IBYY Mr LEMMSVBIRY | AVCHPVKALBFR 122
— MP F VYLM PFCBIVLCKIVLSIBYY LTMMSVEBRY | AVCHPVKALBIFR 116
Mu 121 FIPRINAK | VNVCRW I LESA 1ELPVMFMA YRG- -G8 1 BciL -YWE ICVF 178
Delta 123 FPAKAKL INICIWVLASGVGVP IMVMAVIRPRE- - GAVVCML -YWD ICVF 180
Kappa 117 PR LKAK | INICIWLL VEISAIVLEETKVREEVEY BCEL FPDDDY'\N\ADLFM |CVE 177
Mu 179 I FAF IMBVL | IIVCYCLMI LIL-V.ML.C

Deita 181 LFAFVVEII LI IBVCYBLML - - - - 