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Abstract: Fields in the social sciences, such as education research, have started to expand the use of
computer-based research methods to supplement traditional research approaches. Natural language
processing techniques, such as topic modeling, may support qualitative data analysis by providing
early categories that researchers may interpret and refine. This study contributes to this body of
research and answers the following research questions: (RQ1) What is the relative coverage of the
latent Dirichlet allocation (LDA) topic model and human coding in terms of the breadth of the
topics/themes extracted from the text collection? (RQ2) What is the relative depth or level of detail
among identified topics using LDA topic models and human coding approaches? A dataset of student
reflections was qualitatively analyzed using LDA topic modeling and human coding approaches,
and the results were compared. The findings suggest that topic models can provide reliable coverage
and depth of themes present in a textual collection comparable to human coding but require manual
interpretation of topics. The breadth and depth of human coding output is heavily dependent on
the expertise of coders and the size of the collection; these factors are better handled in the topic
modeling approach.

Keywords: topic modeling; latent Dirichlet allocation; qualitative analysis; human coding; natural
language processing; unsupervised machine learning

1. Introduction

Social science fields, such as education research, have started to expand the use of
computer-based research methods to supplement traditional approaches. This shift is moti-
vated by the availability of large datasets and the emergence of multimodal data. Indeed,
new subfields have emerged, such as educational data mining, learning analytics, and
computational ethnography. Specifically for the case of qualitative methods, researchers
have argued that computer-based analytical methods can support the process and anal-
ysis of qualitative data. Specifically, computer-based analytical methods can support the
exploration (visualization), classification, grouping, and validation of data and patterns
derived from data [1]. Other methods involving natural language processing techniques
may support qualitative data analysis by providing early categories that researchers may
interpret and refine. Likewise, initial qualitative data analysis may improve topic modeling
outcomes when used as training data [2].

Our study focuses on a specific natural language processing approach for supplement-
ing qualitative data analysis called topic modeling. Topic modeling is an unsupervised
machine learning technique that detects word and phrase patterns within text data and
automatically clusters word groups and similar expressions into “underlying topics” that
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best characterize the overall qualitative dataset [3]. Specifically, we focus on a specific tech-
nique called the latent Dirichlet allocation topic model (LDA) [4]. Topic modeling has been
used in various domains for analyzing large textual collections, such as in the education
domain for analyzing student survey responses [5] and peer comments [6], in social media
for sentiment analysis of tweets [7], in legal research for document summarization [8] and
finding similar precedent cases [9], and in the healthcare domain for analyzing electronic
health records [10].

Past studies have mostly used either manual qualitative coding (also referred to
as human coding later in the paper) [11,12] or computational approaches, such as topic
modeling [5], for performing qualitative analysis. They have not compared the results of
the LDA topic model and human coding analysis and how well they perform in terms of
capturing nuanced patterns and topics present in the dataset. This study aims to fill this
gap in the literature and aims to answer the following research questions: (RQ1) What is the
relative coverage of the LDA topic model and human coding in terms of the breadth of the
topics/themes extracted from the text collection? (RQ2) What is the relative depth or level
of detail among identified topics using LDA topic models and human coding approaches?
The dataset used in this study includes student reflections aimed at developing cultural
self-awareness in the context of teamwork, in preparation for a semester-long project. The
overall approach to analysis is shown in the schematic diagram in Figure 1.
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2. Overview of Traditional Research Methods in Education

Education research and other disciplines in the social sciences rely on qualitative and
quantitative research methods. However, differences exist regarding their philosophical
groundings, which translate into differences in their goals, assumptions, and specific
methods for data collection, analysis, and interpretation. For instance, while quantitative
research focuses on hypothesis testing and confirmation, qualitative research focuses
on hypothesis generation and understanding [13]. For these purposes, each approach
uses specific types of data and analytical procedures. Quantitative research often seeks to
validate an idea or theory by performing experiments and analyzing the results numerically.
This approach is considered to be objective and reliable, as researchers are detached from
the subject of investigation. Qualitative research often seeks to build explanations based
on observations, documents, interviews, or other text or visual data. It is often used
to understand thoughts or experiences with the goal of gathering in-depth insights into
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social reality [12]. This approach is considered to be somewhat subjective, as the cultural
meaning is central to the interpretation of the findings, which may be socially constrained.
Additionally, the researcher is heavily involved in the process of data collection, data
analysis, and interpretation of the findings.

The analytical procedures followed by each approach are relevant to this study. Quan-
titative analysis focuses on numerical data, where statistical analysis, including descriptive
and inferential methods, is central to this process. Quantitative analysis tends to be more
linear and straightforward [13]. Qualitative analysis, on the other hand, focuses on the
emergence of conceptual categories and descriptive themes. Specifically, qualitative re-
search methods enable thorough scrutiny of the researched topic, which is not possible
in quantitative research. The thoroughness is accomplished by processes involving data
reduction through detailed coding processes (herein, human coding), searching for mean-
ing in the data by looking at them in divergent ways, and delving into the data to identify
patterns and themes [12]. Qualitative analysis is highly iterative, as opposed to quantitative
analysis, which is more linear. Thus, qualitative research is more time-consuming, and
because of that, it is often performed with smaller samples of data than quantitative studies.
Furthermore, due to the researcher’s central role in the data analysis process, qualitative
research tends to be seen with less rigor as insights and intuitions from the researchers are
allowed a free hand.

To overcome the challenges and limitations of quantitative and qualitative research
methods, researchers have consistently made the case that both methods are complemen-
tary [14]. By combining the two methods, the research findings can be strengthened with
triangulation. Thus, combining methods is recommended when multiple sources of data
can be taken into consideration. Thus, our stand supports the combination of qualitative
and quantitative research methods whenever possible, especially in the context of education
research, where rich datasets can be considered as learners interact with instructors, peers,
and with technology.

However, there are occasions in which only qualitative data are available, which
may pose some challenges to the researchers. As we have argued above, qualitative
data are difficult to analyze, but the processes of making sense of qualitative reporting
findings is also difficult. This is in part due to the complexity and richness of the data. The
researcher scrutinizes the data with the goal of obtaining an in-depth understanding of
the experience or phenomenon. However, that level of scrutiny is lost in the process of
summarizing the findings as data need to be aggregated back to report findings, often in
the form of themes. In these situations, computer-based methods can supplement, extend,
or strengthen qualitative research methods. For instance, to overcome limitations in data
reduction and reporting of qualitative findings, researchers have argued that computer-
based analytical methods can support the process of further analyzing, interpreting, and
reporting qualitative data [15]. Specifically, computer-based analytical methods can support
the exploration (visualization), classification, grouping, and validation of data and patterns
derived from data. These methods are highly effective only when the qualitative data have
been quantified, often with the use of a rubric.

However, there are other methods that can support researchers in the analysis and
validation of qualitative analysis. These methods involve natural language processing
techniques that can support qualitative data analysis by: (a) Providing early categories
that researchers may interpret and refine; and (b) Supporting the validation of the findings
of topic modeling outcomes when used as training data [2]. The benefits of doing so are
two-fold. First, it may allow researchers to increase the sample size of the qualitative
data to something more robust, therefore increasing the generalizability of the findings.
Second, it can help increase the validity of the coding process as an addition to the manual
identification of codes and categories; researchers can create separate categorizations using
techniques such as topic modeling. This, as a result, may increase the reliability of the
analysis leading to a more trustworthy process of interpreting the findings. The following
section will overview machine learning approaches for analyzing qualitative data. For the
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rest of our study, we will focus on a specific natural language processing method called
topic modeling. With this focus, we will also address issues associated with topic modeling,
including the interpretation of themes, along with our rationale for comparing coding
results via topic modeling and human coding.

3. Machine Learning and Natural Language Processing Approaches for Analyzing
Qualitative Data

One of the main challenges associated with the analysis of textual data using manual
qualitative coding is that it is very time- and effort-consuming [16]. Machine learning (ML)
and natural language processing (NLP)-based approaches have been used to efficiently
perform qualitative analysis on textual data. Some of the approaches that have been
used by previous studies include: (a) Developing expert-designed rules for identifying
phrases in the text that are indicative of a certain category and using NLP approaches to
parse the text and detect these phrases [17]; (b) Using supervised ML approaches to learn
from historically manually coded data to predict the codes or themes for textual data [18];
(c) Using unsupervised ML approaches to extract patterns from the textual data and then
qualitatively analyze these patterns to determine if they are representative of any relevant
themes [18,19].

While these approaches have been found to be effective in some of the previous studies,
there are some challenges associated with ML-based approaches, particularly supervised
ML, as discussed here. First, the supervised ML techniques are dependent on the size of
the categories in the dataset, meaning they may be able to extract broad and prominent
patterns from the data present in a large number of documents in the collection but may
not be able to accurately identify smaller categories with a low number of cases. From
the perspective of qualitative analysis, the smaller categories are also important, and the
frequency of occurrence in the dataset is not the primary measure of the significance of
that code/category [16]. Second, the supervised ML models that are trained on historical
human-coded data and used to predict codes on a new qualitative dataset may not be very
accurate if the nature of the text and frequency distribution of codes in the dataset is not
very similar to the training dataset [20]. Third, the explainability and reliability of most
supervised ML models are not very good as they typically function as a black box anddo
not offer explanations for their predictions, and the results may not be readily interpretable,
which impacts the trustworthiness of the qualitative researchers [16,20].

The unsupervised ML approaches try to identify existing patterns in the data that may
or may not be meaningful from a qualitative analysis perspective. Topic modeling is an
unsupervised approach that generates underlying topics present in a textual collection of
data, such as student responses, documents, news articles, and discussion forum posts.
These topics are generated statistically based on co-occurrences of words in different
documents in the collection and may or may not be interpretable. Therefore, these topics
that are generated by the model need to be qualitatively interpreted to determine if they
represent a coherent theme. Some of the previous studies [20,21] have compared the
similarities and differences between the ML-based approaches, such as topic models, and
traditional approaches of manual qualitative analysis, such as grounded theory, and some
studies have also proposed an integrated framework combining the two approaches [22].

4. Methods
4.1. Context and Participants

The study was conducted in a sophomore-level “Systems Analysis and Design” course.
The course provides an overview of the approaches used by today’s information system
developers to discover and model the requirements of a system, and then construct and
prototype an acceptable design to implement a successful system solution. During the
course, the students were required to complete four major assignments, known as mile-
stones, and a final capstone project. The students worked in teams to complete all four
milestones and also for their final project.
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To facilitate teamwork interaction, the course implemented transformative pedagogy
as a reflective approach to promote intercultural self-awareness and its potential conse-
quences in the context of teamwork. Specifically, transformative pedagogy allows students
“to examine their assumptions critically, grapple with social issues, and engage in social
action” [23]. Students apply transformative pedagogy by reflecting on their experience
and putting this into action in the context of the team. Students reflect on how their cul-
tural background may influence their communication with the team. The participants of
this study were 127 sophomore-level students enrolled in a systems analysis and design
course in the Spring of 2021. The class consisted of 20 female students and 107 male stu-
dents. Additionally, the majority of students enrolled in this course is second-year (n = 51)
and third-year (n = 47) students, followed by fourth-year students (n = 28) and only one
first-year student.

4.2. Procedures and Data Collection Method

During Week 4 of the semester, students engaged in an activity aimed at noticing
the role of their culture in their teamwork interactions. As a part of this class activity, the
students were made aware of cross-cultural communication styles, the concept of power
distance, and different decision-making styles. Further, the students were asked to watch a
video that helped them develop their cultural self-awareness. After watching the video, the
students were also engaged in reflection activities by answering the following reflection
questions. Reflection Question 1 (R1): Thinking about communication styles within your
own teamwork, how do you think the role of culture has influenced this process within
your team? Reflection Question 2 (R2): How do you think your own cultural background
may influence your teamwork interaction? All the students (n = 127) responded to the
reflection question, and the responses of the students served as the data for the study.

4.3. Approach Used for Traditional/Manual Coding

Figure 2 depicts the steps we followed for the traditional manual coding of the data
(left diagram) and the computer-based approach (right diagram). In the following sections,
we describe each of these two approaches in detail.

The human coding of the data was initially performed by two independent raters
on 40% of the 127 reflection responses. For this, the raters performed open coding [12],
which is a traditional form of manual data coding. Open coding refers to the process
of “labeling concepts, defining and developing categories based on their properties and
dimensions.” [24]. After performing open coding separately, the two raters met, discussed
their codes, and created a codebook. A total of 40% of the data were then re-coded along
with the coding of the other 60% of the data by the two raters based on the codebook
developed. The raters met again to discuss their codes and calculated the interrater
reliability, which was 80%. Table 1 below represents an example of the manual coding
process. First, the raters came up with initial codes; in the next steps, the codes were
combined to create the categories referred to as the final code in this manuscript. Lastly, a
definition was added to describe the final code.

Table 1. Example of manual coding process.

Initial Codes Final Code Definition

Opportunity to communicate
Equal chances to speak

Everyone has equal chances to
express their own ideas
and thoughts.

Everyone can share ideas
Freedom to express
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4.4. Approach Used for LDA Topic Modeling

For the computer-based approach of coding the data, we used LDA, the most com-
monly used topic model, for determining the prominent topics from the collection of
student reflections. LDA is an unsupervised generative probabilistic method for modeling
a textual collection, which models each document in the collection as a mixture (probabilis-
tic distribution) of a given number of underlying topics, and each topic is modeled as a
mixture (probabilistic distribution) of words in the collection [2,25–27].

The LDA topic model requires the number of topics as an input variable. To determine
the optimum number of topics for the collection, the measure CV (content vector) coher-
ence was used as it has been found to be well-correlated with human judgment by other
studies [27–29]. The CV coherence measure uses content vectors’ representation of words
based on their co-occurrences and coherence scores, which are calculated using normalized
pointwise mutual information (NPMI) and cosine similarity. Some of the other measures
used to evaluate the optimum number of topics include perplexity, UMass coherence,
and UCI coherence [27,29]. Similar to the approach used in previous studies [5], the CV
coherence value for the different input topics was calculated for the dataset (collection of
reflections) using the PyLDAvis Python library [30], and the number of topics associated
with the maximum CV coherence value was selected as the optimum number of topics
for the collection. In this study, two collections were analyzed, a collection of reflections
corresponding to R1 and a collection of reflections for R2. Separate LDA topic models were
developed for each collection.
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The LDA topic model was implemented in this study using the MALLET (MAchine
Learning for LanguagE Toolkit) library [31], as it is computationally efficient, includes
implementation of Gibbs sampling with document–topic hyperparameter optimization,
and provides output in a format that is suitable for conducting post hoc analysis of the
generated topics to determine the theme associated with each topic [3]. The MALLET LDA
topic model provides the following output: (a) The list of topics with associated weights
indicating how prominently that topic is present in the entire collection; (b) The list of top
20 words representing the topic arranged in decreasing order of weightage/importance;
(c) Proportion of topics present in each document in the collection represented by the
topic weight associated with that document. These outputs were analyzed qualitatively
to determine the theme of each topic generated by the LDA model. Following a similar
approach used in previous studies [5], the initial theme of the topic was determined by
examining the top 20 words associated with the topic (as outputted by MALLET) in the
context of the question asked to the students (Questions 1 or 2), and then the theme was
refined after reading the top 10 documents in which this topic had the strongest presence,
as indicated by the topic weight. This second step in the topic theme determination process
was accomplished by sorting the documents in descending order of weights associated
with each topic using the MALLET output (c) mentioned above and then examining the
top 10 documents. We chose the top 10 documents for topic theme interpretation as the
total size of the dataset was 127 and the representation of the topic in the document started
decreasing as the weight of the topic decreased.

The themes determined for the LDA-generated topics for the two collections (R1 and
R2 reflections) were then compared with the codes obtained from manual coding analysis.
The optimum number of topics was determined for each of the collections (reflections for
R1 and reflections for R2) using the CV coherence approach. The CV coherence values
calculated for a different number of input topics using the PyLDAvis package are shown
in Figure 3.
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As shown in Figure 3, the peak value of CV coherence for the collection of responses
R1 corresponds to the number of topics = 6, and for collection R2, the peak value of CV
coherence happens at the number of topics = 8. The number of topics corresponding to the
highest CV coherence value is considered to be optimal [27,28]. Therefore, these numbers of
topics were used as input for developing the LDA topic models for collections R1 (optimal
number of topics = 6) and R2 (optimal number of topics = 8). The topics generated from
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the LDA topic models were then analyzed qualitatively using the approach mentioned
in Section 4.

Once the topics were generated automatically for each of the reflection questions, two
raters jointly performed inductive coding on 65% of the data and for each of the topics. The
raters performed independent coding for Topics 1, 2, 3, and 4 for Reflection Question 1, and
Topics 1, 2, 3, 4, and 5 for Reflection Question 2. It is important to note that the raters for this
phase of the coding were different individuals and were unaware of the codes generated by
the raters, as described in Section 4.3. They met to discuss the similarities and discrepancies.
Based on the discussion, the code book was created, and raters re-performed the coding
and met again to calculate the interrater reliability. At this point, the two raters performed
inter-rater reliability, which was 87%. Later, Topics 5 and 6 were coded independently by
Rater 1 for Reflection Question 1, and Topics 6, 7, and 8 were coded independently by Rater
2 for Reflection Question 2.

5. Results
5.1. Students’ Perceptions of Potential Influences of Their Cultural Backgrounds in Their
Teamwork Communication Styles

Table 2 represents the codes and definitions for each code that emerged from the
manual coding process. For the manual coding process, student reflections were read and
coded by two coders. The process followed for the manual coding is shown in Figure 2
and explained in Section 4.3. Table 2 also presents representative quotes from students’
reflections exemplifying each code. The codes in Table 2 describe the students’ perceptions
of the influence of culture on teamwork communication. From the results, we can infer
that the students demonstrated or increased their level of awareness on how culture may
have an impact on teamwork communication and team dynamics, such as leadership. It
may have also raised the level of awareness regarding psychosocial factors, such as equity,
respect, trust, and understanding of others. On the other hand, some students felt that
culture had no obvious influence on team communication. Some students also felt that
demographic factors, such as gender ratio, could influence the teams’ communication style,
and some students also preferred online communication over face-to-face communication.

Table 2. Codes generated from manual coding for Reflection Question 1.

Codes Definition Representative Quote

Leadership as needed

People stand out and lead the
conversation when no one else
tries to lead the conversation or
take a leadership role
when required.

“I think culture definitely plays a role in this process
within our team because everyone has a different
communication style despite the fact we are close in age
and studies the same major while being in the same
college . . . I could see that some members came from a
culture where speaking up and speaking directly and
have strong leadership skills, but someone members
came from a culture that feels the opposite.”

Unnoticeable cultural differences

There is no obvious influence that
cultural background has on
communication due to the similar
culture that group members have.

“I don’t think our group is very different in the
communication styles we grew up with two of our team
members are from within an hour of the University, and
two of us are from close to the same place in the
United States.”

Equal chances to speak
Everyone has equal chances to
express their own ideas
and thoughts.

“In my team, I can be pretty safe to assume that all of us
have been raised in an American culture where a shift is
being observed of more confrontation and less hierarchy.
These two concepts can be observed in our team as we
will interject when possible in order to add more to each
thought, and we will treat each other equally.”
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Table 2. Cont.

Codes Definition Representative Quote

Respect for others’ ideas Show respect for each other’s
different ideas and thoughts.

“Although each of us may have had a similar
upbringing and thinking about situations, there are still
some cultural differences that influence communication
styles and help when solving problems we run into. In
our group, we respect when other people are speaking
and listen to what they have to say.”

Trust in teammates Showing trust for teammates.

“For me, I rely on constant communication and precise
communication. I also rely on people holding true to their
word. I always grew up where if you say something, you
would do it, so when my teammates. say they will do
something I trust that they will get it done.”

Understanding others’
backgrounds

Understanding group members’
cultural backgrounds.

“I think that culture has influenced our process within
our team is our work ethic Some people in the group
come from a culture that prides itself on work ethic and
getting stuff done early. This leads to some coming off
really strong when communicating to the team because
they want to get stuff done early rather than late.”

Gender ratio within teams
The gender ratio would also
influence the communication
styles within a team.

“I think that the role of culture has chosen who takes
charge during our meeting times. We have 3 males and 1
female in our group. The people who are speaking the
most in the group are the males. We need to be aware
that [female student name] has great ideas and need to
give her the opportunity to share those ideas.
Historically culture has said that males are the leaders
and that is just not the case.”

Online communication is
more comfortable

Communication through online
platforms helps individuals to
communicate with more comfort.

“My team communicates over Teams or online
platforms. Instead of choosing to meet in-person, we
decided, especially in these times to meet over an online
platform as it was easy for all team members.”

Table 3 represents the topic model results and the themes that were generated from
the topics, as well as the corresponding manual coding codes for each topic model theme.
Topic T1_R1 has the largest weight. This topic discusses the role of culture in shaping an
individual’s perception. Therefore, the theme that emerged for this topic is culture helps to
see people from different lenses. Under this theme, students have discussed how having a prior
understanding of other cultures helps to understand people from diverse backgrounds. For
example, one of the students mentioned, “having an understanding of cultural differences
has positively influenced our team, as each of our group members comes from a different
cultural background. It has influenced our conversation and how we each try to interact
with each other, as we each have different views on how things should work.” This theme
also aligns with the equal chance to speak, respect for others’ ideas, and trust on teammates codes
from Manual Coding Phase 1.

T2_R1 has the second largest weight, and the theme for this topic is that understanding
culture promotes bonding. For example, one student discussed the role of culture in promoting
team bonding and interaction. The student said, “my team tends to talk about a lot of topics
unrelated to the work while we are working together. These conversational topics are
related to the other teammates’ cultures because my group has some diversity in culture,
such as American, Korean, and Indian. While this conversation may seem distracting at first,
it helps the teammates feel more friendly and open to giving ideas. I believe this practice is
based upon American culture which is formed by people with various backgrounds, and it
is natural to be embracing and curious about the differences.” Additionally, it is important
to note that none of the codes from the manual coding aligned with this theme.
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Table 3. Topic model results and themes for Reflection Question 1.

Topic Id Topic Weight Top 20 Words Theme Manual Coding Phase 1
Codes

T1_R1 5.51729

culture team communication
group members work influenced
role people cultures
communicate process speak
styles don’t similar things
cultural time feel

Culture helps to see people
from different perspectives.

Equal chances to speak, respect
for others’ ideas, and trust
in teammates.

T2_R1 0.70183

open member Chinese the role
day Korean terms note handle
found past manner outspoken
talking American gave leader
prefer mesome longer

Understanding culture
promotes bonding. None.

T3_R1 0.65222

understanding lot teamwork
problem job exposed bit pretty
rest there are makes barrier
differently big their culture older
personalities completely except
our conditions

Culture has helped to
develop an understanding of
people from diverse
backgrounds.

Understanding others’
backgrounds.

T4_R1 0.6157

conversation states teamwork
directly persons respect
interrupt give students mind
current comfortable contribute
lack reason due moment case
equal worked

The culture has influenced
how we talk to one another
on the team.

Understanding others’
backgrounds.

T5_R1 0.56384

males works aspect worry south
aspects decided online expected
significant speaking likes conflict
hasn’t issues great project
extremely communicate discussed

Culture can foster
stereotypes in
leadership roles.

Leadership as needed, gender
ratio within teams.

T6_R1 0.552

scrum complete upbringing
times learned tasks situations
topics messaging groupmate
grow age create collective
decision solving meetings talk
conflict groups

Culture can cause
communication challenges. None.

None. None. Unnoticeable cultural
differences.

None. None. Online communications are
more comfortable.

T3_R1 discusses the role of culture in understanding people from different back-
grounds. The theme that emerged from the topics was culture can help develop an under-
standing of people from diverse backgrounds. For example, a student mentioned how being
cognizant of cultural differences has helped his team members to develop mutual respect
and understanding for one another. The student said, “I believe that culture influenced
my team to respect each other and give everyone a chance to speak up. We are 4 team
members, 2 are from the US, and 2 from Saudi Arabia, so it really balances well.” This
theme for T3_R1 aligns with the manual code of understanding others’ backgrounds.

T4_R1 has the fourth largest weight, and the theme for this topic is that culture has
influenced how we talk to one another in the team. For example, one student discussed the
role of culture in influencing team communication. The student said, “I think that culture
has influenced the communication styles in my team in many ways. Since I have team
members from various cultures, some members of my team have a more structured way
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of communicating and treat each meeting in a very formal structured way. Whereas other
members treat the meeting as casual and open.” This theme for T4_R1 aligns with the
manual code of understanding others’ backgrounds.

T5_R1 has the fifth largest weight, and the theme for this topic is that culture can foster
stereotypes in leadership roles. For example, a student described how culture played an important
role in promoting gender stereotypes among team members when leading team meetings.
The student said, “I think that the role of culture has chosen who takes charge during our
meeting times. We have 3 males and 1 female in our group. The people who are speaking the
most in the group are the males. We need to be aware that [female student name] has great
ideas and need to give her the opportunity to share those ideas. Historically culture has said
that males are the leaders, and that is just not the case.” This theme for T5_R1 aligns with the
manual code of leadership as needed and gender ratio within teams.

T6_R1 has the sixth largest weight, and it is also the last topic for Reflection Question 1.
The theme for this topic is culture can cause communication challenges. The students described
for this theme how coming from different cultural backgrounds can cause communication
challenges. For example, a student mentioned: “I think that as mostly Americans, we use
distinctly direct forms of communication. Whenever someone is behind on work or their
work is due soon, we will mention them and try and gather information about how they’re
coming along to ensure that it’ll be done by the due date. Some people are afraid to speak
up, though, because they might interpret it as rude.” Additionally, it is important to note
that none of the codes from manual coding aligned with this theme.

If we compare the results of the manual coding of Phase 1 with the themes that
emerged through topic modeling in Phase 2, we see a 75% match. The 75% match indicates
that out of the eight codes generated from manual coding, six codes aligned with themes
generated from topic modeling. For example, T1_R1 represents three manual coding
themes: equal chances to speak, respect for others’ ideas, and trust in teammates. It is also
important to note that the themes for manual coding and topic modeling were generated
through qualitative analysis. We also observed that topic modeling did not identify a
separate topic for online communication and students not perceiving any influence of their
cultural backgrounds on their interactions with their teammates. However, topic modeling
identified an additional theme of culture that can cause communication challenges that
were missed during the manual coding process in Phase 1.

5.2. Students’ Perceptions of Potential Influences of Their Cultural Backgrounds on Their
Interactions with Their Teammates

Table 4 shows the codes for students’ perceived potential influences of their cultural
backgrounds on their interactions with their teammates. It also presents representative
quotes from students’ reflections exemplifying each code. Overall, students believe that
their interactions with their teammates are influenced by their family, schooling, and other
upbringing experiences. These influences play an important role in shaping students’
teamwork experiences in communication; for instance, listening rather than speaking, and
showing respect for others. Sharing responsibilities among all team members influences
their level of involvement in the group project, as does being more task-oriented and
showing more individualistic views.

Table 5 represents the topic model results and themes that were generated from the
topics and also manual coding codes that align with the topic model theme for the Reflection
Question 2. T1_R2 has the largest weight for Reflection Question 2. The theme that emerged
for this topic is family background and upbringing helped students to develop teamwork skills. In
this theme, students have described the role of their upbringing and family background in
helping them develop teamwork skills. For example, a student described how being from
Vietnam and being a student in the US has influenced his teamwork skills. The student said,
“I am from Vietnam, where building rapport before starting to work together is somewhat
expected. Since I have been in the US, I think my style of communication is a mix of the
two cultural values. I like to get started on work as soon as possible, but I would like to
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build rapport with my teammates along the way.” Moreover, the manual coding codes that
match this theme are upbringing experiences and parental influence.

Table 4. Codes generated from manual coding for Reflection Question 2.

Codes Definition Representative Quotes

Parental influence

Some of a person’s qualities are
inherited from parents and family
members. Parents’ views about life
and tasks influence their children’s
attitudes and behavior.

“As a child of immigrant parents from China, I grew up
under parents who communicated with me in a very
direct and simple way. Growing up in essentially a
Chinese household, I think this has contributed to my
team communication style, where I am very upfront
with other members on what needs to be done and
when. Obviously being direct sometimes comes with a
negative connotation given how stern it sounds, but I
think my American culture has made it so that I can be
more upfront with others while being wary of how my
comments can be perceived by others.”

Listening rather than speaking
Certain individuals prefer to listen to
others rather than express their
own opinions.

“I think that my cultural background has influenced our
teamwork interaction. I am used to being in team
environments where people do not like to talk a lot
but listen.”

Shared responsibilities
among teammates

Each participant has an equal role
and responsibility.

“I come from a background that prioritizes equality
between members, so I believe that everyone in our
team should have the same amount of say when it
comes to decisions and contribute equally to projects.”

Respect for others’ ideas Showing respect for each other’s
different ideas and thoughts.

“With my cultural background, I believe it causes me to
be very respectful of what others have to say in my team.
I think making sure I treat everyone with respect is
crucial in a team setting.”

Task-Oriented and
individualistic views

Certain students use direct
communication and feel more at ease
and efficient while working alone.
Additionally, some individuals are
more concerned with completing the
work than with team collaboration.

“Since I personally come from the southern United
States, I might have a slightly different culture than my
teammates. It’s more acceptable to be more open with
people, so I may be being more direct with my
teammates than they are used to.”

Upbringing experiences
The location of one’s upbringing or
the setting in which an individual
grew up.

“Personally, I grew up in a pretty traditional family
environment consisting of partially progressive partial
American dreamer family culture. There is a lot of
emphasis placed on the importance of education and the
value of hard work and close relationships with family.
Therefore, this may influence teamwork interaction
because it encourages me to update team members on
what I have done and ensure that I complete my roles on
time and keep up with our team tasks.”

Topic T2_R2 has the second largest weight, and it discusses the impact of culture on
communication. The theme for this topic is my cultural background has made me less commu-
nicative. Under this theme, students describe how their family background, upbringing
or their personal preferences have affected their communication styles and have made
them less verbally expressive. One student said, “I think my own cultural background
has influenced me to be quieter and more reserved. I find it hard to relate to people, and I
always have felt like somewhat of an outsider, even in my own circles. So I think it may be
why I don’t like posting messages or responding until it’s absolutely necessary. I also do
not like being in group meetings longer than the bare minimum.” Moreover, the manual
coding codes that match this theme are upbringing experiences, parental influence, and listening
rather than speaking.
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Table 5. Topic model results and themes for Reflection Question 2.

Topic Id Topic Weight Top 20 Words Theme Manual Coding Phase 1
Codes

T1_R2 0.38247

leadership comfortable found
process master roles adapt
complete promotes change
confident role kind students
states ive taking start
point good

Family background and
upbringing helped
students to develop
teamwork skills.

Upbringing experiences,
parental influence.

T2_R2 3.47678

background team cultural
culture work teamwork people
influence group interaction
don’t communication tend
speak members family raised
make things influences

My cultural background
has made me less
communicative.

Upbringing experiences,
parental influence, and
listening rather
than speaking.

T3_R2 0.48292

part years leader social
problems thing focused active
listen experience issues loud
diverse teamwork interaction
greatly time considered line
paced fast

My family background
taught me collaboration. Parental influence.

T4_R2 0.48133

time working individual
understanding heavily Mexico
contribute style work
differences related told
attending aggressive
independent accustomed USA
focused interacting high

Personal experiences
influence teamwork
interaction.

Upbringing experiences.

T5_R2 0.39661

household bit parents made
end everyone style task
Kenyan hierarchy
nontraditional negative
provide toes environment
school ive opinions large grew

Teamwork means sharing
responsibilities.

Shared responsibilities
among teammates.

T6_R2 0.37257

communicate share Turkish
generally submitted realized
setting efficiently assume
culturally works video
interaction because
interactions makes likes raised
awkward reason tend

High school experiences
shaped my
teamwork skills.

Upbringing experiences.

T7_R2 0.35795

point cultural side advocate
finish polish effectively
personally teams complicated
technology responding hard
music subcultures play leader
taught culture opposite

My cultural background
has taught me to
respect others.

Respect for others’ ideas.

T8_R2 0.34233

follow affect groupmate
slightly sort observing
working create role are more
learned born leads positive
personal decision needed
power create confusion
methods very open

My culture has taught me
to be open and direct.

Task-oriented and
individualistic views

Topic T3_R2 has the third largest weight. It discusses the positive impact of family
background. The theme that emerged for this topic is my family background taught me
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collaboration. One of the students shared her experience. She mentioned, “My own cul-
tural background can influence my teamwork in a positive way. I come from an African
background, specifically Kenya, and being raised in a Kenyan household, I was taught to
care for others and keep up for the household, and my younger siblings at a very young
age and to be selfish in my family was something we were all taught not to do. So as I
implemented the culture, I was raised with into my teamwork and collaborative skills,
something important to me. I make sure everyone’s opinions are heard and that we all
understand the task we are given.” Moreover, the manual coding code that matches this
theme is parental influence.

Topic T4_R2 has the fourth largest weight. It describes the impact of personal expe-
riences on teamwork. The theme that emerged for this topic is that personal experiences
influence teamwork interaction. For example, a student mentioned how his personal experi-
ences have influenced his teamwork skill. He said, “I try to use my personal experiences to
bring a perspective to the team. I come from a cultural background that places a strong
emphasis on equality and freedom of expression, so the interactions I have had with team-
mates until now have always been unrestricted. As a result, I have grown accustomed to
this method of interaction, and it has set the standard for what I consider to be effective
teamwork interactions.” Moreover, the manual coding code that matches this theme is
upbringing experiences.

Topic T5_R2 has the fifth largest weight. The theme for this topic is teamwork means
sharing responsibilities. In this theme, students have mentioned how sharing responsibilities
and being open to suggestions helps with completing the work. For example, a student said,
“I believe my own cultural background may influence my teamwork interaction because
similar to my team members. We all share cultural backgrounds with similar concepts and
are able to work much more effectively with each other. We are open to new ideas and
speak up when we need to add some input. We also make sure to include each other as
well so that everyone’s ideas are considered during the creation of the project.” Moreover,
the manual coding code that matches this theme is shared responsibilities among teammates.

Topic T6_R2 has the sixth largest weight. The theme for this topic is high school
experiences shaped my teamwork skills. Under this theme, students described the role of their
high school experiences in shaping their teamwork skills. For example, a student described
how his high school experience of being on a sports team had help him lead the team.
The student said, “I think my cultural background coming from a small town in northeast
Indiana has made me confident in who I am and willing to stand up and be a leader like I
was in high school on sports teams. I think that this would be good for the team because
having driven leaders on the team is good.” The manual coding code that matches this
theme is upbringing experiences.

Topic T7_R2 has the seventh largest weight. The theme for this topic is my cultural
background has taught me to respect others. Under this theme, students discussed the role of their
cultural background in making them patient and respectful. For example, a student said, “I
have always been taught to respect others and wait until they finish talking. I apply the same
to my team.” The manual coding code that matches this theme is respect for others’ ideas.

Topic T8_R2 has the eighth largest weight. The theme for this topic is my culture has
taught me to be open and direct. Students under this theme discussed how their culture
has made them open to seeking and sharing ideas. Additionally, they mentioned how
their culture has made them direct and individualistic when expressing their opinion.
For example, a student mentioned, “As said prior, I come from a culture focused on self-
sufficiency. I enjoy collaboration and teamwork, but I am also good at working on my
own Our group meetings are typically just check-ins where we share what we worked
on by ourselves. As the project progresses, I will continue to reach out and keep up open
communication.” Moreover, the manual coding code that matches this theme is task-oriented
and individualistic views.

If we compare the results of the manual coding Phase 1 with the results of themes
generated for topic models, we find that there was an 100% agreement between the topic
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model themes and the manual coding codes for Phase 1. However, it is also important to
note that the topic model helped us conduct a deeper analysis of the data; for example, if
we consider the code upbringing experiences we see that it generated topics related to the
impact of personal experiences and high school experiences on teamwork. The topic model
helped us learn more about the impact of the upbringing experiences of students.

6. Discussion and Practical Implications

The study compared the efficacy of manual coding and the topic model technique
supplemented with manual coding. The study used a two-step process to conduct the
qualitative analysis, as shown in Figure 2. In the first phase, the reflection data for both
questions were separately analyzed qualitatively by two raters using a manual human
coding process. In the next step, the data were analyzed using topic modeling combined
with human coding, and the topics pertaining to each reflection question were reported.
For the first reflection question, six topics were generated, and for the second reflection
question, eight topics were generated. Then, two raters (in this case, different individuals
from the Phase 1 raters) again qualitatively analyzed the data for each topic using manual
coding. It is also important to note that the two raters in Phase 2 were unaware of the codes
generated in the first phase of the manual coding process.

When approaching the first research question (RQ1) regarding the relative coverage
of the LDA topic model and human coding in terms of the breadth of the topics/themes
extracted from the text collection, we can conclude that the coverage was comparable.
The results of the study indicated that for Reflection Question 1, there was a 75% match
between the results of manual coding performed using the topic modeling and manual
coding performed in Phase 1. The topic modeling helped us identify an additional theme,
communication challenges, which was missed during the manual coding in Phase 1. On
the other hand, the topic modeling approach missed the codes for unnoticeable cultural
differences and online communications are more comfortable generated by manual coding
approach. For Reflection Question 2, the matching percentage was 100%. In this case, the
topic modeling approach helped us conduct a deeper analysis of data for both reflection
questions. For example, the manual coding identified the codes as upbringing experiences,
but the topic model helped us understand the specific instances of previous experiences,
such as high school experiences, personal experiences, family background, etc. Based on
the comparable results obtained from topic modeling and human coding approaches of
qualitatively analyzing two datasets of student reflections, we can infer that topic modeling
was an effective and comparable approach.

Regarding the second research question (RQ2) considering the relative depth or level of
detail among the identified topics using LDA topic models and human coding approaches,
we can conclude that the topic modeling approach provided a comparable coverage. Al-
though the topic modeling approach provided comparable coverage, it also provided
more refined topics, as compared to the codes generated by the manual coding approach.
However, these findings may not be generalizable for different types of datasets, as the
collection in this study consisted of long-form documents, and the count of documents was
not very large. It is important to note that human interpretation of the themes of the topics
identified by the LDA topic model is crucial in making sense of the topics generated. It
is also important to highlight that the manual coding and interpretation of topic themes
were performed by different researchers, so there may have been some subjective variation
among them and their levels of expertise might also have varied.

We also observed that topic modeling is relatively efficient compared to human coding,
especially when the dataset is large. The increase in time and effort needed for qualitative
analysis will be considerably higher for the manual coding approach compared to the
topic model approach. While the exact time taken for analyses using manual coding and
topic model theme interpretation was not recorded, based on the effort reported by the
researchers, we estimate that manual coding took approximately 15 h to develop one code,
while for the LDA analysis, the time taken for theme determination by analyzing the top
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words and documents was about one hour per topic. It should also be noted that the manual
coding and LDA topic-theme analysis were performed by different researchers; therefore,
there may be variations in the level of expertise of the coders for the two approaches, so an
accurate comparison was not possible. However, the effort estimates indicated that LDA
can help in reducing the time taken for qualitative analysis and cover a larger sample size
quickly. The LDA algorithm can help to quickly identify prominent topics that could be
further interpreted qualitatively by a human, thus guaranteeing that the main topics from
the textual collection will not be missed. On the other hand, in traditional human coding,
the identification of codes are dependent on the level of expertise and experience of the
human coder, and some important codes may be missed if the collection of documents is
relatively large.

Overall, combining the human coding and topic modeling approaches can serve
as an effective method for conducting a qualitative data analysis of a large collection of
documents. It is also important to note that the efficacy of the topic modeling algorithms
is high when the dataset is larger; therefore, it may not be efficient to use topic modeling
for smaller datasets. Additionally, when conducting human coding, it is also important
to acknowledge the level of expertise of the coders. Analysis conducted by novice coders
might not be as effective as when the themes were generated by experienced coders. To
some extent, the topic modeling approach ensures good coverage and depth of themes
identified by using the algorithm to scan through all the documents in the collection and
then generating the topics, which is not guaranteed in the manual coding approach as it is
more dependent on the expertise of human coders.

7. Conclusions

This study compared two approaches for analyzing qualitative data; a traditional
approach following human coding and a computer-based approach supplementing topic
analysis with human coding. Our findings suggest that both methods are comparable in
terms of: (a) The relative coverage in terms of the breadth of the codes extracted from the
text collection; and (b) The relative depth or level of detail among the identified topics. This
is an important contribution because, to our knowledge, no study has been conducted that
compares the validity of both methods on the same dataset. Although this is an important
contribution, we also recognize that the findings have limitations. Specifically, the sample
was relatively small (although in qualitative research, it can be considered large), and it
only focused on the case of short reflection. Future work could consider other types of data
formats, such as responses to questionnaires with shorter answers or essays with longer
responses. The length and context of other formats in the data may impact both the hand
coding and the computer-based approach. Despite its limitations, the findings of this study
highlight the value of a computer-based approach for supplementing qualitative analyses.
Our findings also highlight the importance of a human in the loop, either contributing
with the categories upfront or providing meaning once the topics are generated by the
computer-based approach. That is, the computer-based approach can supplement, but not
replace, existing qualitative methods. As previous research [32] has repeatedly suggested,
human in the loop is a critical step for ensuring the trustworthiness, validity, and reliability
of the findings, as no computer-based approach is capable of interpreting or providing
insights under a conceptual or theoretical lens.

A potential approach that could overcome the limitations of our findings may be to
separately apply the two approaches presented in this study with a manageable sample
size to increase the validity and trustworthiness of the analysis in uncovering the codes.
Then, once the analysis is validated by both approaches, the sample size can be increased
and the computer-based approach can be applied to strengthen the generalizability of the
findings. This proposed combined approach could also take into consideration the potential
subjectivity and level of expertise of the human coders.
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