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Machine learning methods are widely used in commercial applications and in many scientific areas. There is an increasing demand to understand the way a specific model operates and the underlying reasons for the decisions produced by the machine learning model. Increasing trust and justifying what has been learned; enhancing control; improving what has been learned by, for example, robustifying the model; and discovering novel insights and gaining new knowledge are a few of many reasons for seeking explanations [1,2]. In the natural sciences, where ML is increasingly employed to optimize and produce scientific outcomes, explainability can be seen as a prerequisite to ensure the scientific value of the outcome. In societal contexts, the reasons for a decision often matter. Typical examples are (semi-)automatic loan applications, hiring decisions, or risk assessment for insurance applicants. Here, in addition to regulatory reasons and fair decision making, one wants to gain insight into why a model gives a certain prediction and how this relates to the individual under consideration. For engineering applications, where ML models are deployed for decision-support and automation in potentially changing environments, an assumption is that with explainable ML approaches, robustness and reliability can be realized more easily. While machine learning is employed in numerous projects and publications today, the vast majority of applications are not concerned with aspects of interpretability or explainability. This Special Issue aims to present new approaches to explainable ML and to show the potentials of the methods in different disciplines. This Special Issue includes five new contributions with topics from different disciplines: the use of different explainable machine learning approaches to analyze an air quality benchmark dataset [3], the interpretation and explanation of object detection in natural images [4], the introduction of an interpretable approach for residual neural networks based on an implicit architecture [5], the identification of concepts in images to describe the only vaguely defined class ‘landscape scenicness’ [6], and the systematic incorporation of domain knowledge in a hybrid model to estimate soil moisture [7]. The works not only address different applications but also use a variety of explainable machine learning tools to achieve their goals. The works not only address different applications but also use a variety of explainable machine learning tools to achieve their goals. In [3,4], post hoc, model-agnostic approaches such as LIME and SHAP were used, while [3] also used model-specific techniques such as neural network weight analysis and random forests. Ref. [6] learned concept activation vectors from known datasets to test to what extent they can be found in new data. Breen et al. [7] focused on integrating expert knowledge from a specific domain to make the model more understandable and robust.



From these contributions, it is clear that explainable machine learning can lead to further insights that go beyond the estimation itself. The insights concern the model and its functioning and decision process [3,4,5], the reliability and robustness of the obtained results [7], and the input data such as the suitability as a basis for learning an estimation model [3] or novel characteristics and relations that enhance the understanding of single instances [6]. We can currently see a rapid development of new explainable machine learning approaches. However, their suitability, especially for scientific data, is still poorly explored and their thorough evaluation remains an open research question.
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