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Abstract: There is a need to predict occupational injuries in South African National Parks for the
purpose of implementing targeted interventions or preventive measures. Machine-learning models
have the capability of predicting injuries such that the employees that are at risk of experiencing
occupational injuries can be identified. Support Vector Machines (SVMs), k Nearest Neighbours
(k-NN), XGB classifier and Deep Neural Networks were applied and overall performance was
compared to the accuracy of baseline models that always predict low extremity injuries. Data
extracted from the Department of Employment and Labour’s Compensation Fund was used for
training the models. SVMs had the best performance in predicting between low extremity injuries and
injuries in the torso and hands regions. However, the overall accuracy was 56%, which was slightly
above the baseline and below findings from similar previous research that reported a minimum of
62%. Gender was the only feature with an importance score significantly greater than zero. There
is a need to use more features related to work conditions and which acknowledge the importance
of environment in order to improve the accuracy of the predictions of the models. Furthermore,
more types of injuries, and employees that have not experienced any injuries, should be included in
future studies.
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1. Introduction

Occupational injuries in the tourism sector commonly occur, resulting in morbidity,
mortality, and with a negative impact across all demographic groups [1]. Occupational In-
juries have negative social and financial implications for both organisations and employees.
There is a need to understand and determine how circumstances, factors, characteristics of
the employee, work environment and conditions result in occupational injuries [2]. The
analysis of types of occupational injuries that have occurred in the past and of underlying
factors that can be used for the prediction of these injuries is important at the workplace [3].
It is important that the correct combination of the factors that influence occupational in-
juries are used as input for predictive models [4]. Data obtained from compensation claims
provide useful information, such as nature of the occupational injuries, the body regions
that are affected and demographic information on workers [5].

Machine learning models have a high degree of flexibility compared to traditional
statistical models because of the capability of predicting complex relationships with multi-
dimensions that are not linear or additive [6]. Machine Learning models are useful in the
prediction of different classes or categories of an outcome and have been applied with
considerable predictive accuracy in medical diagnosis and failure of critical body organs,
predicting injuries in football, mining, steel industry, agribusiness and construction [4–12].
Machine Learning has been applied in the prediction of injuries and work-related accidents
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in the steel, agribusiness, mining and construction sector [4,5,7,8,12,13]. Chen et al. applied
the k-means algorithm to predict fall injuries for employees in the construction industry and
achieved an accuracy of 62% [12]. Support Vector Machines (SVM) and Neural networks
have also been regularly applied in the prediction of work related accidents that result
in injuries. Kakhki, et al. successfully applied the SVM algorithm in the prediction of
occupational injuries for 33,000 employees in agribusiness and achieved a high accuracy
rate F-score of 93% and overall accuracy of 98.44% [5]. The SVM model has also been
applied in the prediction of work related accidents for 11,054 workers using 21 features
based on work conditions and nature of work [13]. The SVM model reported a recall of
97.45% and overall accuracy of 99.77%.

Neural Networks with 14 input variables have been applied in the prediction of work-
related injuries for 1182 mine workers [4]. The MLP Neural Network predicted work-related
injuries with an accuracy of 80.4%. The RBF Neural Network with the four most important
variables achieved a higher accuracy of 84.9%. Sarkar, et al. predicted occupational injuries
using both SVM and Neural Networks [14]. The SVM had a slightly higher accuracy rate
of 90.7% compared to Neural Networks, which achieved an accuracy rate of 89.3%. The
findings from these research studies indicate that SVM and Neural Networks can potentially
predict occupational injuries with a high level of accuracy. XGBoost models that integrate
decision trees and gradient boosting have been applied on data sets with moderate sizes
and have provided accurate predictions that are comparable to deep learning algorithms
and superior to other machine learning models [15]. Stochastic Gradient Tree Boosting has
been applied in the construction sector to accurately predict types of injuries and affected
body parts [16]. The research studies that have been reviewed in this section show that
there is a high potential for successfully applying various machine-learning models in the
accurate prediction of occupational injuries.

Machine-learning models have the capability of predicting injuries such that the
employees that are at risk of experiencing occupational injuries can be identified. They
have the capability of using large amounts of multi-dimensional data from several sources
in the organization and of improving their accuracy of making predictions with more
data acquired overtime, which makes them useful for making accurate predictions and
time-related decisions. This allows organisations to use these predictions to implement
targeted preventive and safety measures to avoid the occurrence of injuries. Currently,
there is no literature or research investigating the application of machine learning models
in the prediction of different types or classes of occupational injuries in National Parks. The
application of machine-learning models can be useful for the following purposes:

• Identifying important factors that can be used in the prediction of types or classes of
occupational injuries

• Identifying employees who are at risk of these occupational injuries, developing appro-
priate interventions and implementing the relevant preventive or corrective actions.

Therefore, the main aim of this research study is to investigate the application of
machine learning in the prediction of occupational injuries using underlying factors such
as demographic, period which the accident occurred and injury related factors. Several
machine learning models are appropriately applied to real world data and their perfor-
mance in the prediction of occupational injuries is critically assessed. The purpose is to
investigate whether the best performing model in the prediction of injuries can be used
to identify employees who are at risk of occupational injuries and consequently develop
timely interventions and prevention measures.

2. Materials and Methods

This section presents a detailed description of the methodology that was used. This
section will start by outlining how the data was acquired and pre-processed. Furthermore,
the features and the response variables are clearly defined. The architecture of the machine
learning models that are applied for the prediction of categories of occupational injuries
and the performance metrics that are used for the evaluation of the models will be outlined.
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2.1. Acquisition of Data

The data used in the research study was obtained from the electronic records from the
Department of Employment and Labour’s Compensation Fund, containing occupational
injuries cross sectional data for 1531 employees for the period from the year 2007 to 2019.
Data on injury on duty claims covered by COIDA was collected and reviewed from the
Compensation Fund data base. Permission to collect and review data from the data base at
Compensation Fund was granted on 18 May 2018. Data collected included demographic
data and injury related data. The data extracted consisted of records of injury classifications,
ICD10 codes, ICD10 descriptions of injuries, provinces, foreigner status, gender, age at the
date of the accident and year at which the accident occurred. The data was checked for any
missing or null values. Only 8 employee records were found to be missing or have null
values and were dropped from the data, resulting in 1523 employees’ data remaining.

2.2. Definition of Features

The research study focused on two categorical and two numerical features that could
be used for prediction. These features were the provinces where the company resided,
gender of the employee, age at the date of the accident and year at which the accident
occurred. Table 1 below shows the description and type of features.

Table 1. Features used for prediction.

Feature Name Description Type of Variable

Province

• Gauteng
• Western Cape
• Kwa-Zulu Natal
• Mpumalanga
• Free state
• North West
• Limpopo

Nominal Categorical

• Eastern Cape

Gender
• Male
• Female Nominal Categorical

Age 18 to 75 years Numerical
Year Accident occurred 2007 to 2019 Numerical

2.3. Definition of Categories of the Response Variable

The occupational injuries categorized according to the affected body regions and
nature of injuries were used as the response variable. There were 10 categories in the
response variable and these are shown in Table 2 below.

There was a need to explore the distribution of the number of employees among
the different categories of the injury classification so as to assess the imbalance of the
categories of the response variable because this may negatively affect the performance
of the model. Figure 1 below shows the distribution of the number of employees for the
different categories of occupational injuries.

The data is unbalanced amongst the different classifications of the injuries. Therefore,
there is a need to use evaluation measures that take into account the imbalance of the data
amongst the classes and to consider models using data that has been randomly oversampled
for the classes that are underrepresented in the data. The most frequently occurring
occupational injuries affected the Lower Extremity and the Torso and Hands region.
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Table 2. Response Variable.

Feature Name Description Type of Variable

Injury Classification 1

• Head and neck region
• Torso and hand region
• Upper extremity
• Lower extremity
• Both upper and lower extremity
• Multiple injuries from head to toe
• Bite
• Burn
• Other unspecified injuries
• Fatality

Nominal Categorical

1 No injury levels are associated with each class.
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Figure 1. Distribution of categories of occupational injuries. 1 Injury Codes: 1. Head and neck
region; 2. Torso and Hands region; 3. Upper extremity; 4. Lower extremity; 5. Both upper and
lower extremity; 6. Multiple injuries from head to toe; 7. Bite; 8. Burn; 9. Other unspecified injuries;
10. Fatality.

2.4. Machine Learning Models

It was necessary to investigate the application of several machine learning models
and compare the performance of these models in predicting categories of occupational
injuries. The models that the research focused on were decision trees, XG boost classifier,
Support Vector Machines (SVM), K-nearest neighbours (KNN), and deep learning neural
networks. These models were implemented using scikit-learn, which is an open-source
machine learning package for Python.

Decision tree classifiers consist of nodes and branches that are built on procedures
such as splitting, pruning and stopping [17]. At the decision node, a decision is made
based on the best choice on how to split the data. These splits result in a tree structure
consisting of internal nodes and leaf nodes after the terminal splits. The features or input
variables are used in the splitting of the data. Developing the decision tree model requires
a decision to be made at the decision node on the best feature to split the data. A stopping
criteria determines how complex the tree can grow and can be based on parameters such
as the minimum number in the leaf node and the depth of the tree. Another option,
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besides using a stopping criterion in a decision tree, is pruning which involves building
a tree with a large size and then pruning it down to get an optimally sized tree. The
Classification and Regression Tree (CART) algorithm is the most basic machine learning
technique for a decision tree. The CHAID (Chi-Squared Automatic Interaction Detection) is
more appropriate when the target variable is categorical, such as different classes of injuries.

Boosting refers to a technique that is used for developing an accurate model from the
combination of simple and inaccurate techniques, rules of thumb or weak learner models
such as decision trees with single splits [10]. The prediction of models developed from
boosting is based on the majority vote of the weak learner models. Gradient boosting
involves the optimisation of a loss function, development and predictions of the weak
learning models, and finally an additive model or technique that combines the weak
learners such that the loss function is minimised. The gradient descent technique will add
decision trees to the model that decreases the loss. This can be done by tuning parameters
of the tree such that losses of the tree are reduced. A lower learning rate ensures that the
model will properly fit and slowly learn complex data patterns and usually has values
lower than 0.3. Stochastic gradient boosting involves randomly selecting subsets of the
data to fit the weak learners for the purpose of ensuring that the weak learners have a low
correlation. Regularisation is a technique that ensures that the weights are smoothened
and prevents overfitting. XG Boost was developed to increase the extent of boosted tree
algorithms [18]. XG Boost can be implemented in Python and its machine learning package
scikit-learn. XG Boost is fast and usually has a reliable and superior model performance for
regression and classification prediction tasks.

The k-nearest neighbours (KNN) is a simple algorithm that classifies data that does
not have a target variable class to the most similar target class based on the features of the
data set [19]. The basic KNN uses the Euclidean distance as a measure of the similarity.
The expression below shows the Euclidean distance between data point a and b which has
n features.

EDist(a, b) =
√
(b1 − a1)

2 + (b2 − a2)
2 + · · ·+ (bn − an)

2

The parameter k is important in that it decides how many points will be used in the
neighbourhood of the data point to allocate it to the target class. A large value of k results in
a model with lower variance, is less flexible and can have a large bias if there is complexity
in the pattern of the data. Therefore, an optimal value of k provides a balance between
variance and bias. The value of k influences whether a model is under-fitting or over-fitting
the training data.

SVM is a statistical learning approach that optimally separates two classes using a
constructed hyperplane that maximises the margin between the training data for the two
classes [20]. The training data points that are closer to the margin influence the construction
of the hyperplane and are referred to as support vectors. Kernels are transformations of the
training data that develop features that facilitate the separation of two different classes [21].
The most common kernels are the linear, sigmoid and Gaussian RBF kernels.

Artificial Neural Networks (ANN) develop a model for the relation between input
features and output target similar to how the brain develops a response to a given stimuli.
The ANN consists of neurons that facilitate statistical learning and prediction of responses
based on a given input [21]. The inputs to the neurons in the ANN are aggregated using
activation functions such as the ReLu, Sigmoid, Gaussian and hyperbolic tangent. The
simplest structure of ANN consists of an input layer of neurons for the input training data,
a single hidden layer after the input layer, and finally an output layer, which produces the
response. The number of neurons in the input layer should be similar to the number of
features in the data and the number of the output neurons should be similar to the number
of classes being predicted. An ANN structure with two or more hidden layers is referred to
as a Deep Neural Network (DNN). The more complex the structure of the ANN the greater
the capability of learning more complicated predictive or classification problems. In ANN
there is an algorithm that trains the data by setting the values of the weights of the inputs
to the neurons. The algorithm will adjust the weights according to the learning rate such
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that there is the largest decrease in the error of the prediction. Complex problems generally
require a lower learning rate for more accurate prediction.

2.5. Evaluation

Classification reports were used for the evaluation of the machine learning models.
The classification report contained the following measures of accuracy:

• Recall which is also known as the True Positive rate and is given by the expression below:

Recall =
True Positive

True Positive + False Negative

• precision is used for the evaluation of the correct classification of injuries as a pro-
portion of the total number of the positively predicted classes. and is given by the
expression below:

Precision =
True Positive

True Positive + False Postives

• f1-score is comprehensive and is the harmonic mean of the recall and precision. It is
given by the expression below:

f 1-score =
2 × Precision × Recall

Precision + Recall

• In the case where the data has class imbalance, the recall is useful for assessing the
class with the lower representation, precision can be used to assess the proportion of
the correctly classified classes as a proportion of the positive class prediction, and the
f1-score is considered most appropriate and comprehensive for assessing models that
are using imbalanced data [22,23]. The average accuracy is usually the average for the
f1-scores for the different classes.

2.6. Models Used in the Prediction of Injuries for Employees with Lower Extremity Injuries and
Injuries in the Torso and Hands Region

The data was filtered for injuries in the Torso and hands region (Injury class 2) and
lower extremity injuries (Injury class 4) to facilitate a one versus one classification of these
injuries. The parameters of the Support Vector Machines (SVM), k-nearest neighbours
(KNN), XG boost classifier and deep learning neural networks (DNN) were tuned to
reach the optimal accuracy. The Grid search approach was used for the Support Vector
Machines (SVM) and XG boost classifier. k was adjusted for the k-nearest neighbours
(KNN) to maximise the accuracy. For the DNN, the number of hidden layers and the
number of neurons in the hidden layers were adjusted to maximise the accuracy of the
models. This process was repeated using data with random oversampling. Table 3 below
shows the parameters for the machine learning models that were used for the machine
learning models.

Table 3. Parameters of the models for the prediction of lower extremity injuries and injuries in the
Torso and hands region.

Model Parameters

SVM Grid Search C = 1; Gamma = scale; Kernel = sigmoid
SVM Grid Search

With Random Oversampling C = 1; Gamma = scale; Kernel = sigmoid

k-NN k = 12
k-NN with Random Oversampling k = 11



Mach. Learn. Knowl. Extr. 2022, 4 774

Table 3. Cont.

Model Parameters

XGB Classifier
col sample by level = 0.1; col sample by tree = 0.1; objective = binary:
logistic; learning rate = 0.0001; max depth = 2; min child weight = 1;

alpha = 10; n estimators = 100; num classes = 2; subsample = 0.1

XGB Classifier with Random Oversampling
col sample by level = 0.1; col sample by tree = 0.1; objective = binary:
logistic; learning rate = 0.0001; max depth = 2; min child weight=1;

alpha = 10; n estimators = 100; num classes = 2; subsample = 0.1

DNN number of hidden layers = 4; number of neurons in hidden layer = 16;
activation = relu; learning rate = 0.0001; momentum = 0.8

DNN with Random Oversampling number of hidden layers = 4; number of neurons in hidden layer = 16;
activation = relu; learning rate = 0.0001; momentum = 0.8

3. Results

This section reports and compares the performance of the four machine learning
models that were used for the prediction of the occupational injuries. The performance of
the Support Vector Machines (SVM), k-nearest neighbours (KNN), XG boost classifier and
deep learning neural networks (DNN)) are presented as classification reports. The results
for the application of the models using resampled training data with random oversampling
are also presented.

3.1. Prediction of Injuries for Employees with Lower Extremity Injuries and Injuries in the Torso
and Hands Region

The results of the predictions of the models for injuries of employees with lower
extremity injuries (Injury class = 4) versus those with and injuries in the Torso and hands
region (Injury class = 2) are shown in Table 4 below.

The Deep Neural Network is a not a good classifier overall because it always makes a
prediction of lower extremity injuries for every employee. This model reported an overall
accuracy of 53% and this can be considered as the baseline for comparison since the model
always makes the same prediction. The SVM using grid search and training data with
Random oversampling had the highest overall accuracy of 56%. This was slightly above
the baseline accuracy of 53%. The model predicted injuries in the Torso and hands region
(Injury class = 2) with a precision of 53%, recall of 65% and f1-score of 58% supported by
120 injuries. Furthermore, this model predicted lower extremity injuries (Injury class = 4)
with a precision of 60%, recall of 48% and f1-score of 54% supported by 133 injuries. The
SVM model using grid search and training data with Random oversampling was the only
machine learning model that performed better than the baseline of 53%. The other models
either achieved an accuracy that was either below or equivalent to that of the baseline
model. This indicates that the models where not better than a model that always predicts
lower extremity injuries.

3.2. Importance of Features

The importance of the features in predicting the lower extremity injuries and Torso,
hands, fingers, elbow, shoulders, forearm, wrist, and arm injuries was assessed using
chi-square importance scores are shown in Figure 2 below.

Gender had the highest importance in predicting the injury classes, whilst the year
which the accident occurred (c2-score = 4.02) had the lowest importance (c2-score = 0.002).
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Table 4. Classification tables of the models for prediction of injuries in the lower extremity injuries
and injuries in the Torso and Hand Region.

Model Classification Table

SVM Grid Search

Class Precision Recall f1-score
2 0.4 0.32 0.36
4 0.48 0.58 0.53

Accuracy = 45%

SVM Grid Search
With Random Oversampling

Class Precision Recall f1-score
2 0.53 0.65 0.58
4 0.6 0.48 0.54

Accuracy = 56%

k-NN

Class Precision Recall f1-score
2 0.5 0.53 0.51
4 0.55 0.53 0.85

Accuracy = 53%

k-NN with Random Oversampling

Class Precision Recall f1-score
2 0.49 0.55 0.52
4 0.55 0.49 0.52

Accuracy = 52%

XGB Classifier

Class Precision Recall f1-score
2 0.55 0.05 0.09
4 0.53 0.96 0.68

Accuracy = 53%

XGB Classifier with Random
Oversampling

Class Precision Recall f1-score
2 0.47 0.61 0.44
4 0.53 0.39 0.45

Accuracy = 49%

DNN

Class Precision Recall f1-score
2 0 0 0
4 0.53 1 0.69

Accuracy = 53%

DNN with Random Oversampling

Class Precision Recall f1-score
2 0.45 0.78 0.57
4 0.44 0.16 0.23

Accuracy = 45%
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4. Discussion

The research study investigated the use of supervised machine learning models in
predicting commonly occurring classes of occupational injuries in South African National
Parks and Nature Reserves. The features used for the prediction models were province,
gender, age at the accident date and year that the accident occurred. The results showed that
the SVM using grid search and data with random oversampling had the best performance
in the classification between injuries in the Torso and hands region and lower extremity
injuries. The model reported an overall accuracy of 56% that was only slightly above the
baseline model, which always makes the same prediction of low extremity injuries. Gender
had the most significant importance in the predictions. The other machine learning models
that were used for classifying between lower extremity injuries and injuries in the Torso
and hands regions performed below the baseline accuracy level for a model that always
makes the same prediction.

The overall accuracy of the SVM model performed well below the findings of other
previous studies that have used SVM models to predict occupational injuries or accidents
and reported accuracy levels above 90% [14,15]. Furthermore, the performance was below
the reported accuracy from other previous studies that applied machine learning mod-
els in the prediction of work related injuries and achieved minimum accuracy levels of
62% [4,5,12–14]. These models used a number of features ranging from 14 to 21 which
were based on work conditions and nature of work. There were only four features used in
this study, which were only based on the demographics of the employee and year which
the accident occurred. There were no features that concerned the working conditions,
environment and the nature of work or textual information narrating how the accident
occurred. Furthermore, gender was the only feature that had importance scores that were
significantly greater than zero. Findings in previous literature have found that the rate of
claims being made for occupational injuries have been higher for males than females [24].
This indicates that the gender of the employee can potentially influence the chances of
experiencing occupational injuries. The other features did not have significant effect on
the prediction of whether an employee would experience an injury in the Torso and hands
regions and lower extremity injuries.

The application of the findings in this research study are only limited to the prediction
of whether employees who would have previously experienced injuries in the lower
extremity or in the Torso and hands region will experience any of these injuries again
because the data was only filtered for these types of injuries. This will be useful in the
identification of employees of who are vulnerable to experiencing these injuries again in
the future. The organisation can then implement targeted preventive or safety measures
and provide safety training for these vulnerable employees.

5. Conclusions

The research study investigated the application of machine learning models in the
prediction of occupational injuries classes based on affected body regions in South African
National Parks and Nature Reserves. Currently, there are no known techniques that
have been investigated or implemented in South African National Parks for the purpose
of predicting occupational injuries. This research study demonstrated the application
of several machine learning models which included Support Vector Machines(SVMs) in
predicting whether an employee will experience an injury in the lower extremity or Torso
and hands region given that they have once experienced these injuries before. There were
only four features that were used as input in the machine learning models, which were
mainly based on demographic characteristics and year which the accident occurred. Gender
was the most important feature for predicting between injuries in the lower extremity
(Injury Class = 4) or Torso and hands (Injury Class = 2). The accuracy of the best performing
machine learning model was only slightly above the baseline and was lower than the
minimum level obtained from the findings from previous research that has applied machine
learning models in predicting occupational injuries or accidents. This was potentially
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caused by the fact that there were no features concerning working conditions, environment
and the nature of work, or textual information narrating how the accident occurred.

This study provides new baseline findings in the prospect of applying machine learn-
ing in the prediction of occupational injury classes in South African National Parks. It
is recommended that, in addition to demographic factors, future studies should include
other work-related aspects and factors related to working conditions such as the type of
work, contract category, level of skill, role, tenure, working hours, work environment, risk
factors and safety related factors as features in the predictive models. This study did not
consider the history of injuries that employees had experienced, which is important for the
prediction of whether an employee will experience a further injury. The study was limited
to individuals who had experienced injuries in the lower extremity injuries and Torso and
hands/fingers region. The data in future studies should include more types or classes of
injuries and those employees that have not experienced any injuries, so that the data is a
representation of wider reality.
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