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Abstract

:

The simulation of material machining using finite element models is a powerful tool for the optimization of simulated processes and tools, as well as for the determination of cutting process characteristics that are difficult or practically impossible to determine by experiment. The paper presents results of the numerical simulation of the titanium alloy Ti10V2Fe3Al (Ti-1023). The behavior of the machined material was modeled with the Johnson–Cook constitutive equation, and its damage mechanism was modeled using the Cockcroft and Latham model. The parameters of the constitutive equation for machined material behavior and damage were determined using a DOE sensitivity analysis during orthogonal cutting. The values of the cutting force components, as well as the minimum and maximum chip thicknesses, were used as target functions for the DOE analysis. The generalized values of the constitutive equation parameters and the fracture stress values determined by the DOE analysis were calculated as the set intersection of individual multitude values of these parameters. The simulation results of the studied cutting processes showed an acceptable agreement with the experimental data when the cutting speed and tool feed changed significantly. The deviation in the simulated values of the cutting forces from their measured values ranged from about 10% to about 20%.
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1. Introduction


The simulation of the machining process leads to a deeper understanding of the cutting process. It enables a better estimation of the events and physical conditions taking place in the primary, secondary, and tertiary deformation zones (e.g., stress distributions and local temperature gradients) than most measuring technology. Thus, complex correlations can be determined with the use of numerical simulations [1,2]. Furthermore, machining simulations reduce the number of experimental tests and machine operation times as well as material and very high prototyping costs. The simulation of machining has been performed intensively for over a decade with the increasing computing power. It requires specific material models and theoretical knowledge about machining mechanics and modeling approaches. Machining processes are characterized by constantly varying contact conditions, which continuously challenge the simulation technology.



The arrival of new numerical models in commercial simulation software has led to an increased number of alternatives for simulating processes. Mesh-based numerical methods, such as the finite element method (FEM), are very well-known alternatives for estimating the effect of process parameters in machining operations. In adequate combination with analytical and empirical approaches, the FEM turns out to be a reliable tool in metal cutting [3]. New numerical mesh-free methods require experience to precisely set-up simulation parameters and to deal with numerical implications and the resulting effects.



Using FE models of machining operations has been the subject of various studies [1,2,3]. Although machining processes with end tools, such as drilling and milling, account for 40–60% of all material removal processes and are, therefore, among the most used machining operations in modern manufacturing [4,5,6], there are few studies devoted to the spatial modeling of such cutting processes. This is mainly caused by the great amount of calculation time needed and the lack of reference guidelines in the model design. In this sense, Tiffe illustrated that most publications on the FEA of drilling do not give much detail about the model design [6]. Concerning the expenditure of time, Neugebauer et al. showed the time needed for a satisfactory 3D drilling simulation using the Deform SFTC software [4]. Without considering model corrections and optimizations, the final simulation in the publication required 50,000 calculation steps and three weeks of calculation time [1]. Such an expenditure of time makes a practicable study of the effects tough, considering the several possible process and simulation parameters that can be tested and optimized for a satisfactory machining simulation. Therefore, two-dimensional simulations and process simplifications of the cutting process have been preferred in the scientific literature [3]. Especially, drilling and milling operations require 3D simulations. In these operations, the material constantly moves along the tool’s main cutting edges from the smallest diameter to the largest diameter, which causes significant changes in the cutting speed. Due to these kinematics as well as the additional finishing at the lateral cutting edges of the tool, plane stress and strain conditions cannot be assumed. Risse stated that two-dimensional simulations of similar machining processes are no efficient alternative to analyzing the process [7]. AdvantEdge is an FE code based on an explicit time integration scheme, specifically designed for metal cutting and chip formation. Ma et al. designed three-dimensional FE models of drilling with this commercial software [8]. The workpiece material behavior of the aluminum alloy Al7050 was modeled by a power hardening law.



Numerical simulations for different types of milling processes have been the subject of many investigations, e.g., [9,10,11,12]. Modeling the spatial milling process was replaced in the early studies considering the orthogonal cutting process with the subsequent distribution of the 3D cutting process [13]. Thus, chip formation and determination of the cutting force during milling were simulated. Wu and Zhang proposed a three-dimensional finite-element milling model of titanium alloy Ti6Al4V developed in the Abaqus software environment [14]. They determined the parameters of the Johnson–Cook constitutive equation using a high-temperature split Hopkinson pressure bar test system at various temperatures, strains, and strain rates of the material to be machined. To determine the material damage criterion proposed by the Johnson-Cooke fracture model, data from the basic Recht study were used [15,16]. The authors used the Zorev model, which provides automatic determination of the friction state according to the contact stress in the simulation process, as a model of contact interaction between the tool and the machined material [17,18]. Determining the parameters of the constitutive equation when cutting titanium alloys has been discussed quite extensively in various studies. Several studies of the milling process have also been focused on this topic, e.g., [19,20,21]. Zhang et al. analyzed different parameter sets of the Johnson–Cook constitutive equation for milling titanium alloy Ti-6Al-4V with respect to different numerical simulation formulations [19]. As a result, recommendations were proposed for determining parameters of the machined material model. Sima and Özel analyzed the parameter sets of the constitutive equation for simulating the cutting of titanium alloy Ti-6Al-4V, as obtained by various authors [20]. The authors pointed out the importance of the modified model proposed by Calamaz et al. [22] to describe the cutting behavior of the machined material. In addition, the importance of flow softening phenomena during the crystal deformation of titanium alloy Ti-6Al-4V was highlighted, regardless of the FE software. Cheng and Outeiro developed a numerical model of orthogonal cutting for titanium alloy Ti-6Al-4V to determine the main characteristics of the cutting process and the physical–mechanical characteristics of the machined workpiece surface [21]. The contact interaction between tool and chip as well as between tool and workpiece was simulated using the Zorev model [17]. The numerical cutting model proposed by the authors provided a relatively good agreement between simulated and measured characteristics for different cutting conditions. The effect of different temperature-dependent flow softening conditions on the simulated characteristics for the orthogonal cutting of titanium alloy Ti6Al4V was presented in the paper by Karpat [23]. He proposed a description form of flow softening as a function of cutting temperature. This description was integrated into the material model. The application of such a material model form provided a good agreement between simulation results and experimental data of the cutting characteristics.



The influence of the cutting-edge rounding radius when milling grooves in titanium alloy was studied by Sui et al. [24]. The finite element cutting model used a modified Johnson–Cook constitutive equation considering the effect of recrystallization softening of the machined material. The influence of cutting modes, in particular, cutting speed, tool feed, and depth of cut, on the characteristics of the slot milling process in titanium alloy Ti-6Al-4V was researched in a study by Chen and colleagues [25]. Based on these studies, the authors proposed recommendations for selecting the optimal cutting modes. The commercial AdvantEdge program was used as the software environment. To effectively control the machining process, Daniyan et al. performed a numerical simulation and experimental confirmation of titanium alloy milling [26], using the ABAQUS software product. This approach ensured that machining errors are tracked, monitored, and controlled with real-time machining data. Cutting titanium alloy without cooling when machining medical instruments was presented in a paper by Saleem and colleagues [27]. Particular attention was paid here to the study of chip morphology and the choice of optimal cutting modes to ensure the specified quality parameters of the machined surface layer. To simulate the chip morphology in accordance with the real cutting process of titanium alloy, the Johnson–Cook model was used as a material fracture model. It should be noted that the fracture model of the machined material largely ensures the degree of agreement between the simulation results and the real machining process. This is especially relevant when modeling the cutting process of hard-to-machine materials, such as titanium and nickel alloys, and hardened steels. In this connection, the studies of Chen et al. [28] and Gamboa and colleagues [29] should be noted. For the numerical analysis of high-speed machining with titanium alloy, Chen and colleagues proposed the Johnson–Cook material model with an energy criterion for ductile fracture [28]. The fracture energy density was used as the fracture criterion for the material to be machined. Using the proposed fracture criterion, the comparison between experimental and simulated chip shapes showed a sufficient agreement for a wide range of cutting modes. The use of the fracture energy value for the machined titanium alloy Ti6Al4V as a material fracture model for a finite element cutting model was the subject of the study by Gamboa et al. [29]. The authors proposed an empirical equation for determining the fracture energy value of a machined material. By comparing the experimental and simulated values of cutting forces and chip dimensions, it was possible to confirm the validity of such an approach for determining material fracture conditions.



Wang and colleagues developed a spatial finite element model of milling the titanium alloy Ti6Al4V at high cutting speeds [30]. As a result of modeling, the influence of cutting modes on cutting forces was established. Axial depth of cut, tool rotation speed, and feed rate were chosen as cutting modes. The main influence on the cutting force was exerted by the axial depth of cut. The values of the Johnson–Cook constitutive equation parameters, the fracture model parameters of the machined material, and the contact interaction parameters between tool and chip as well as between tool and workpiece were taken from known literature sources. Mugilan and Alwarsamy developed a three-dimensional finite element model of titanium alloy milling to predict the kinetic characteristics of the cutting process [31]. The parameters of the triad model, i.e., the material model, the friction model, and the fracture model of the machined material, were assumed from known literature sources. The sensitivity analysis of the studied cutting characteristics was carried out using the Taguchi method. Numerical modeling of cutting forces during slot milling of titanium alloy was presented in a study by Sun and colleagues [32]. A comparison between simulation and measurement results showed a very good agreement of cutting forces in terms of cycle and amplitude. An estimation of the residual stresses by simulating the microstructure development during orthogonal cutting of the titanium alloy Ti-6Al-4V was proposed by Pan et al. [33]. For this purpose, a flat finite element model of cutting was developed. A modified Johnson–Cook model, including a term that takes the microstructural characteristics of the machined material into account, was used as a material model. The validity of the developed FE model was checked by comparing the simulated and measured values of cutting forces and residual stresses.



As the analysis of known research shows, the vast majority of cutting process studies, particularly on the milling of titanium alloys, have been devoted to the machining of the two-phase α + β Ti-6Al-4V alloy and other hard-to-machine materials, such as Inconel [34]. Very few studies have been devoted to modeling milling and other cutting processes of single-phase ß titanium alloy Ti10V2Fe3Al (Ti-1023) [35], which has higher mechanical characteristics and has been widely used in the aviation and aerospace industries recently. Yao and colleagues studied the mechanism of residual stress formation during flank milling of Ti10V2Fe3Al titanium alloy [36]. The influence of cutting modes, mainly thermal loads on the machined surface, was investigated experimentally by analyzing the microstructure of the metamorphic layer. In their study, Yao et al. presented the results of machining parameter optimization during high-speed milling of the same titanium alloy to increase the fatigue strength of the machined material [37]. Based on the experimental studies performed, an empirical model was proposed of how the machined surface fatigue strength depends on the cutting modes. Yang et al. performed experimental studies to determine the effect of cutting modes, mainly the cutting speed, on the hardness and hardening rate [38]. The relation between the hardness of the machined titanium alloy Ti-1023 and tool wear was established. Yang and colleagues studied the formation of surface integrity during face milling of titanium alloy Ti-1023, depending on changing cutting speeds [39] and different values of tool wear [40]. Surface roughness, machining defects, microhardness, and microstructure changes were selected as surface integrity parameters of the machined surface and were investigated at different cutting speeds and average values of tool clearance face wear. Liu et al. studied the influence of cutting modes and tool width during the milling of titanium alloy Ti-1023 [41] on the end mill wear. They determined that the cutting speed and partially the tool feed had the greatest influence on cutter wear. The paper by Rashid and colleagues was devoted to the study of the turning process with additional laser processing of titanium alloy Ti10V2Fe3Al [42]. The main efforts of the authors were focused on the optimization of laser machining, mainly on the optimization of its modes. Wagner and Duc studied the possibility of using a toroidal milling cutter with rotary carbide inserts during the machining of the titanium alloy Ti-1023 [43]. Significant attention was paid to the study of chip shaping and parameters of its morphology. Cutting modes for different geometrical parameters of toroidal cutters with regard to tool wear were determined by experiment. The development of a finite element model of cutting the titanium alloy Ti10V2Fe3Al with an end mill was the subject of the study by Storchak and colleagues [44]. The technique of implicit formulation was used in the development of this model. A study by Jaiswal and colleagues was devoted to modeling the orthogonal cutting process of titanium alloy Ti-10-2-3 [45]. The deformation behavior of the machined material was characterized in the planar cutting model by the Johnson–Cook constitutive equation. Material damage as a result of cutting was described by the Johnson–Cook fracture model. The results of comparing the experimentally determined forces and cutting temperatures with their simulated values proved the adequacy of the developed FE cutting model. Lei and Pei developed a three-dimensional finite element model of the straight-tooth milling process of TC21 titanium alloy [46]. The material model of the machined material was described by the Johnson–Cook constitutive equation, and the model of its fracture as a result of cutting was characterized by the Johnson–Cook fracture model. The contact interaction between the tool and the machined material was represented by a hybrid friction model divided into a sticking zone and a sliding zone. The good agreement between the simulated and measured values of the cutting force showed the adequacy of the developed model.



The vast majority of studies of titanium alloy machining processes have been devoted to one particular alloy, that is, Ti-6Al-4V. At the same time, few publications have researched the machining of other hard-to-machine materials, such as the single-phase titanium alloy Ti10V2Fe3Al. In this way, there has not been enough knowledge gained about the machinability of this material in different cutting processes in order to be applied to industrial applications. Significant difficulties in performing numerical simulation of machining processes of the specified titanium alloy are caused by incomplete information about the choice of parameter values of the constitutive equation for the machined material and parameters of its fracture model. The objective of the numerical simulation and experimental analysis presented in this paper was to support the further development of the milling process of titanium alloy Ti10V2Fe3Al (Ti-1023). The numerical modeling of orthogonal cutting and milling processes could be implemented because it was possible to determine generalized parameters of the constitutive equation for the machined material deformation and generalized parameters of its fracture model for a wide range of changing cutting modes and tool rake angles. Determining generalized values of the specified parameters of compound models included in the finite element cutting model was based on applying the developed algorithm for finding the intersection of such parameter sets. Such a methodology was implemented on the basis of the scientific hypothesis about the existence of generalized parameters of the constitutive equation used as material model parameters and its fracture model in the numerical simulation of the cutting process. The FEM models of orthogonal cutting and milling processes for the titanium alloy Ti-1023 were accompanied by experimental tests of the kinetic machining characteristics and chip morphology.




2. Materials and Methods


The relationship and sequence of information flows in the developed methodology for the numerical simulation of titanium alloy Ti10V2Fe3Al cutting processes are illustrated by the flowchart shown in Figure 1.



The first part of the study was devoted to examining the orthogonal cutting process. The kinetic characteristics: cutting force and thrust force, and the characteristics of the chip morphology: peak thicknesses and valley thicknesses, were determined by these experimental studies. A finite-element planar model of orthogonal cutting was built simultaneously. The next step was to determine the triad models parameters: the material model (the constitutive equation parameters of the machined material state), the friction model, and the fracture model (the critical fracture stress of the machined material). These parameters were determined by DOE (Design of Experiment) sensitivity analysis. The target values for DOE analysis were the measured cutting forces and chip thicknesses. After simulating the orthogonal cutting process using the calculated parameters of the triad models, the measured and simulated process characteristics were compared. The second part of the study examined the milling process of titanium alloy with an end milling cutter. The parameters of triad models identified in the first part of the study were used in a three-dimensional finite-element model of the milling process.



2.1. Materials


The titanium alloy Ti10V2Fe3Al (Ti-1023) was used as a machining material in the numerical simulation of the milling process, as well as for experimental studies. The mechanical and thermal properties of the workpiece material implemented in the models are shown in Table 1.



The kinetic characteristics of the orthogonal cutting process and the resulting chip morphology were studied with a special test stand realizing the process of orthogonal and oblique cutting [49,50]. The results of these studies were used as targets to determine the parameters of the constitutive Johnson–Cook equation [51], used as a material model for the FE cutting model. In addition, the values of cutting forces and chip morphological characteristics were also used as target values to determine the material fracture stress value of the Cockcroft and Latham fracture model [52]. The 100 × 60 × 3 mm workpiece was clamped in a three-component dynamometer, type 9121 by Kistler, to measure the cutting and thrust forces. To achieve the necessary geometric accuracy, the edges of the workpiece were pre-ground and polished [53,54]. To realize the orthogonal cutting process of the Ti-1023 titanium alloy, a tool with a clamped changeable cemented carbide insert CNMG 15 06 08-SM 1115 was used. The tool holder was fixed by a gantry structure connected to the stand bed.



The tool wedge geometry required for cutting was ensured by positioning as well as subsequent grinding and polishing of the tool clearance face [53,54]. For all tests, the tool clearance angle was 8°, the cutting edge radius was 20 µm, and the depth of cut was 0.15 mm (which was equal to the undeformed chip thickness in the case of the orthogonal cutting process). Three different values of the tool rake angle γ were used to provide different deformation values of the machined material: γ: −10°, 0°, and 10°. Experimental studies were performed with dry cutting. To study the cutting speed effect on the machining process, the following values were used: 32 m/min, 48 m/min, 64 m/min, and 96 m/min. The cutting speeds were chosen so that the Péclet similarity criterion [55] would take integer values and vary from about 10 to 30.



The experimental analyses of the milling process were carried out with the universal milling machine Hermle UWF 1202 H—Figure 2. The titanium alloy Ti-1023 workpiece had the dimensions of 20 mm × 20 mm × 60 mm and was clamped in a Kistler Type 9129AA dynamometer using a clamping device (see Figure 2a). A five-tooth carbide end milling cutter was used as a tool [44]. The cutter diameter was 20 mm with a tip radius of 3 mm and a cutting-edge radius of 20 µm (see Figure 2b). The cutting forces Fx, Fy, and Fz in the direction of the coordinate system axes, as well as the milling moment Mz around the tool rotation axis, were measured in the milling process. Milling was carried out along the form of the workpiece, as shown in Figure 2a, on the right. The radial depth of cut varied from 0.5 mm to 2.0 mm in 0.5 mm increments. The feed of the end milling cutter was changed from 0.06 mm/tooth to 0.12 mm/tooth in steps of 0.02 mm/tooth. The cutting speed influence on the kinetic characteristics of the milling process was evaluated by its variation from 30 m/min to 60 m/min in increments of 15 m/min.



The reliability of the measured values of kinetic cutting characteristics and chip morphology parameters was ensured by repeating each test at least 5 times, both during milling and orthogonal cutting. The variation in the individual experimental values of cutting forces and chip thicknesses values was the basis for selecting the confidence interval value. The analysis of the measured cutting forces and chip thicknesses established that there were no significant differences between the individual experimental values. Therefore, the mean of the measured values during testing could be used as their representative magnitude. On the same basis, the confidence interval was chosen to be 0.9.



The microphotographic analysis of the generated chip morphology was also used to characterize the orthogonal cutting process. The chips collected after each test were put into a silicone box and filled with a mixture of epoxy resin and hardener. Then, the hardened slices were ground and further polished by means of abrasive tools and pastes [53,54]. After the polishing, the slate surface was etched with three percent nitric acid. Then, the slice structure was examined with a Carl Zeiss Axio Observer optical microscope in the final stage of the morphological chip analysis.




2.2. Methods


Finite-element models of the milling and orthogonal cutting processes were developed based on the updated implicit Lagrangian formulation method. The development of a two-dimensional orthogonal cutting model and a spatial milling model, as well as further simulation of machining the titanium alloy Ti-1023, was performed in the DEFORM V 11.0 2D/3D™ software environment [56]. The cutting tool for these models was simulated as an ideally rigid body and the workpiece material as an isotropic body, defined by the Johnson—Cook constitutive equation [51]. The constitutive equation parameters were determined using a DOE (Design of Experiment) study. For this purpose, a two-dimensional finite-element model of orthogonal cutting was used as a simplification of the three-dimensional milling process [57]. The values of the cutting force components measured during orthogonal cutting (see Section 2.1) were taken as target variables in the DOE sensitivity analysis. The contacts between tool and chip, as well as between tool and workpiece, were set using the Coulomb model for FE models of milling and orthogonal cutting processes. The friction coefficients were determined following the method [18,58].



The machined material fracture mechanism [16] for modeling the milling process and the orthogonal cutting process was implemented with the model by Cockcroft and Latham [52]. The stress level at which the machined material fractures was according to the Cockcroft and Latham model was determined using a DOE sensitivity analysis, in the same way as the material model parameters were established. After the fracture stress of the machined material was exceeded, its load-carrying capacity of the finite elements was taken to be 10% of the initial value.



2.2.1. Orthogonal Cutting


A two-dimensional finite-element model was developed to simulate the orthogonal cutting process characteristics of titanium alloy Ti-1023. Figure 3 shows the configuration of the computational mesh formation “tool–workpiece” with the specified initial and boundary conditions for a tool rake angle equal to 10° [59].



The workpiece movements were rigidly limited in all directions, and the tool movement was rigidly limited in the Z-axis direction. To carry out the cutting process, the tool was given a rectilinear movement at the cutting speed VC in the negative direction of the X-axis. The initial thermal conditions of RT (room temperature) were set by the non-contacting boundaries of the tool and workpiece during simulation. The value a set the depth of cut (in the case of orthogonal cutting process, the undeformed chip thickness). The initial workpiece model mesh contained about 5360 elements and about 5170 nodes. In this case, the edge length of the largest element was about 0.022 mm, and the edge length of the smallest element was about 0.0017 mm. The initial tool model mesh contained about 2180 elements and about 2090 nodes. In this case, the edge length of the largest element was about 0.013 mm, and the edge length of the smallest element was about 0.0034 mm.



The contact interaction of the tool with the chip and with the workpiece (friction model) was set in the cutting zones and areas separately using local friction coefficients according to the Coulomb law. The local friction coefficients were determined according to the methodology [58]. The value of the local friction coefficient for the plastic area of the secondary cutting zone was 0.76, and that for the elastic area of this zone was 0.35. The local friction coefficient for the tertiary cutting zone was 0.67. To enter the local friction coefficients, friction windows were used in the corresponding cutting zones and their areas [58]. Experimental values of cutting forces and chip morphology characteristics, i.e., maximum and minimum thicknesses, were used as the target function for the DOE sensitivity analysis when determining the fracture stress of the machined material according to the Cockcroft and Latham model [52].



The generalized value of fracture stress, defined as the intersection of individual value sets of this parameter, was used in the simulation. The individual values of the fracture stress were determined from the separate target values of the previously mentioned kinetic and morphological cutting characteristics. The previously developed software algorithm was used to determine the intersection of the individual parameter sets [60].




2.2.2. Milling


The initial geometric model of milling with a mesh and boundary conditions is shown in Figure 4. The initial workpiece model mesh contained about 180,700 elements and about 39,790 nodes. In this case, the edge length of the largest element was about 0.393 mm and the edge length of the smallest element was about 0.019 mm. The initial tool model mesh contained about 27,700 elements and about 6460 nodes. In this case, the edge length of the largest element was about 0.66 mm and the edge length of the smallest element was about 0.17 mm.



Figure 4 also demonstrates the assumed boundary conditions, the positioning of the end milling cutter and the workpiece, as well as the cutter movements. The boundary conditions were defined by the rigid fixation of the workpiece in all directions. The cutter rotates with speed n and moves in the negative X-axis direction with a feed rate Vf. The initial thermal conditions of RT were set by the boundaries of the tool and workpiece, which were not involved in the contact during the simulation.



The damage mechanism was reproduced with the Cockcroft and Latham model [52] (see Section 2.2 and Section 2.2.1). The thermomechanical interaction conditions of the workpiece with the tool and with itself were set as constant for the entire simulation time. The contact interaction of the milling cutter with the chip and the workpiece was specified by a hybrid friction model [18,56]. The shear friction coefficient was 0.76 and the Coulomb friction coefficient was 0.3.






3. Results and Discussion


3.1. Orthogonal Cutting Process


Figure 5 shows the measurement results of kinetic characteristics during the orthogonal cutting process depending on the cutting speed and the tool rake angle. The measured filtered signal of the cutting force Fx is shown in Figure 5a. The signal waveform was characterized by significant oscillations caused by chip thickness variations due to the formation of a serrated chip. This observation is widely distributed in the literature on the machining of titanium alloys, see, e.g., [21,61]. In further analyses, the cutting force signal was characterized by its averaged maximum and minimum values (see Figure 5a). The average error when measuring the cutting forces ranged between 5% and 8%. The main causes of errors in force measurement during the orthogonal cutting process are, in all probability, vibrations of the technological system links and the formation of serrated chips, which are characteristic of the titanium alloys cutting process. Tool wear, irregularities of the heat flows in the tool and the workpiece, heterogeneity of the machined material, etc., also contribute significantly to the magnitude of force measurement errors.



The effects of cutting speed on the maximum and minimum values of cutting force and thrust forces are shown in Figure 5b,c, respectively. The tool rake angle γ = −10° was used as an example of this effect. The cutting speed had almost no effect on both maximum and minimum cutting forces. This agrees well with the known studies of the effect of cutting speed on cutting forces, see, e.g., [20,28]. The effect of the tool rake angle on the studied cutting forces is presented in Figure 5d,e. The cutting speed VC = 64 m/min was used as an example. The cutting force and thrust force decreased with increasing tool rake angle due to a corresponding decrease in the deformation value of the machined material [49,62]. Experimental data of cutting forces for various cutting speeds and tool rake angles were used as target values for the DOE analysis to determine the parameters of the Johnson–Cook constitutive equation. To find the generalized values of the constitutive equation parameters, a previously developed software algorithm was used [60]. According to this algorithm, the generalized values of the constitutive equation parameters were found as the intersection of these parameter sets determined by subsequent DOE iterations. Table 2 shows the generalized values of the constitutive equation parameters. The values of these parameters were further used in the simulation of orthogonal cutting and milling processes.



The results of the morphology examination concerning the chips generated in the orthogonal cutting process are presented exemplarily for the cutting speed of VC = 64 m/min in Figure 6. The chip formation during the machining of titanium alloy Ti-1023 was characterized by a regular shear process. This was demonstrated by individual segments that were separated from each other by a shear band—Figure 6a. This agrees well with the results of the chip formation process analysis in the case of machining other titanium alloys, such as Ti-6Al-4V [12,21,61]. The shear deformations that caused the separation of chip segments demonstrated the distribution of effective deformations in the chip when simulating the orthogonal cutting process—Figure 6b. The effect of the tool rake angle on the average value of the chip peaks and chip valleys was characterized by a decrease in these values as the rake angle increased—Figure 6c,d. The experimental results of maximum and minimum chip thicknesses were used in combination with measured cutting forces as target values for the DOE analysis to determine the Cockcroft and Latham fracture model parameter of the machined material. The generalized value of the fracture stress for the machined material was determined with the algorithm mentioned above [60]. This value was 160 MPa. The value of the fracture stress was further used in the fracture model of the machined material when modeling the orthogonal cutting process and the milling process.



Combined with the results of the experimental studies, Figure 5 and Figure 6 show the corresponding simulation characteristics of the orthogonal cutting process. Moreover, these figures show the deviations in the simulated from experimental cutting characteristics. Deviations in simulated cutting forces from their experimental values were about 8% to about 12% (see Figure 5a,d). In this case, the simulated cutting forces were greater than the corresponding experimental values. This was mainly due to the inadequacy of the material model. In this case, this model did not sufficiently take the processes of the machined material softening during cutting into account [55]. It was also necessary here to note the imperfection of the friction model and the fracture model of the machined material. Therefore, special attention should be paid to the improvement of the triad models: the material model, the friction model, and the fracture model, in the modeling of cutting processes. The simulated thrust forces deviated from their experimental values by about 21% to about 25%, and sometimes even more (see Figure 5c,e). In this case, the simulated thrust forces were lower than the corresponding experimental values. This significant deviation was mainly due to the fact that the elastic recovery of the machined material, the so-called spring-back [63] after the tool engagement on the machined surface of the workpiece, was not taken into account. Of course, the previously noted shortcomings of the triad models were also the reason for the significant deviation between the modeled thrust forces and their experimental values.



The simulated chip peaks axS and chip valleys anS deviated from their experimental values axE and anE by about 5% to about 13% (see Figure 6c,d, respectively). The main causes of errors in measuring the minimum and maximum thicknesses of chips formed as a result of the orthogonal cutting process are likely to be heterogeneity of the machined material, causing vibrations of the tool relative to the workpiece, and thus, differences in the neighboring sawtooth of the formed chips. Vibrations of the technological system links, tool wear, and the irregularity of heat flows in the tool and workpiece also make a significant contribution to the error value of chip thickness measurement. A significant role in these deviations was played by insufficient considerations regarding the real deformation and fracture processes of the machined material in the material model used in the simulation. The microscope optical system used to measure chip thicknesses also contributes to the measurement error.




3.2. Milling


Simulations were carried out to determine the kinetic characteristics of the milling process by means of the developed numerical model for the milling of titanium alloy Ti-1023 (see Section 2.2.2) and the tests performed to determine the constitutive equation parameters and the critical fracture stress (see Section 3.1). The cutting force as a result of cutting forces FX and Fy, and the axial force acting on the end mill during machining were chosen as these characteristics. The effects of the radial depth of cut and tool feed for different cutting speeds on the cutting force and axial force are shown in Figure 7. The cutting force and axial force increased monotonically with increasing radial depth of cut—Figure 7a,b. The same characteristic of changes in cutting force and the axial force caused an increase in tool feed—Figure 7c,d. The average error in measuring the cutting and axial force was from 8% to 12%. In addition to the factors mentioned above in the case of orthogonal cutting, a significant share in the error formation of cutting force measurement during milling is the labile tool shape, and errors in its manufacturing, positioning, and motion during machining.



This change in cutting forces was quite justified, because with the increase in both the radial depth of cut and the tool feed, the removed volume of machined material increased accordingly. The cutting speed had the opposite effect on the cutting force and axial force when milling. With increasing cutting speed, the mentioned cutting forces decreased monotonically—Figure 7. This phenomenon is quite well known and is explained by a significant increase in cutting temperature caused by an increase in cutting speed. A consequence of the increase in cutting temperature in the cutting zones is the softening of the machined material and a corresponding decrease in the cutting forces. The presented results of cutting force measurements were used to compare them with the simulated values of cutting forces during milling.



The reliability and functionality of the developed numerical milling model were verified by simulating various cutting process characteristics: kinetic characteristics, regularities of chip shaping, deformation level development of the machined material, temperature flows in the workpiece and chip, etc. The strain distributions of the machined material, its temperature, and the effective stress at the initial and subsequent stages of the milling process are shown in Figure 8.



The accumulated deformation (effective strain) of the machined material did not exceed 4 at the cut-in phase of the tool penetration into the workpiece—Figure 8a. During the steady-state cutting phases, when the simulation time was 0.4 s at a total simulation time of 1.2 s, the amount of accumulated strain increased significantly—Figure 8c. The cutting temperature reached about 450 °C during the cut-in phase—Figure 8b. In the following milling stages, there was a slight decrease in workpiece temperature—Figure 8d. This was caused by the difference in the material volume removed during the different processing steps. At the cut-in stage, the removed material volume was significantly greater than during steady-state cutting (compare Figure 8a with Figure 8c). At the initial stages of the milling process simulation, the effective stress in the workpiece and chip bodies did not exceed 500 MPa—Figure 8e. In the subsequent stages of the simulation, the effective stress in the workpiece and chip bodies increased significantly, several times higher than the maximum effective stress in the initial stages—Figure 8f. Such a significant increase in the effective stress with further machining is most likely due to a significant increase in the temperature–strain behavior in the tool–workpiece pair. An analysis of the cutting characteristic simulation results showed that the developed model was suitable for further use in modeling the milling process.



The comparison between the experimental data of cutting force as well as axial force and the corresponding simulated force values is shown in Figure 9.



The comparison results are presented exemplarily for a cutting speed of VC = 60 m/min and a radial depth of cut of ae = 1 mm. An overlay of the simulated cutting force signal with the measured cutting force signal is shown in Figure 9a for the above cutting modes and a tool feed of f = 0.1 mm/tooth. The simulated cutting force signal of one cutter tooth agreed quite well with the measured force signal. This agreement of a single tooth from the end milling cutter suggested a satisfactory match between the simulated and measured forces acting on the tool as a whole. A comparison between the measured and simulated values of cutting force and axial force at different tool feed values is shown in Figure 9b,c. The same diagrams show the deviation values between the simulated and measured forces. The difference between simulated and measured cutting forces when the tool feed changed from 0.06 mm/tooth to 1.2 mm/tooth was around 10% to about 20%. In this case, the simulated values of cutting force exceeded the experimental data. This difference could be explained by an insufficient consideration of the thermal influence on the softening of the machined material in the cutting process, as with the analysis of the orthogonal cutting process. To reduce the effect of this disadvantage on the numerical simulation results, it was necessary to further optimize the process of determining the constitutive equation parameters with respect to the influence of real physical and mechanical processes accompanying the cutting process. The difference between the simulated and measured axial forces for the same change in tool feed ranged from around 10% to approximately 23%. For smaller tool feeds from 0.06 mm/tooth to 0.08 mm/tooth, the simulated axial force values were greater than the corresponding experimental values. For greater tool feeds from 0.1 mm/tooth to 0.12 mm/tooth, the simulated axial forces were smaller than the corresponding experimental values. At higher tool feed values, considerably more material was removed per unit of time. This led to significantly greater surface layer deformations of the machined material than at low feed values. In turn, greater deformations caused a significantly larger value of elastic recovery (spring-back) of the machined material [63,64], which, until now, has not been taken into account in numerical models of cutting processes. Thus, the effect of elastic recovery of the workpiece surface layers exceeded the effect of softening of the machined material in the real cutting process with significant deformations in the machined material. The finite element model of cutting did not take the phenomenon of spring-back into account and could not fully realize the machined material softening by means of the constitutive equation. Supposedly, the missing consideration of the spring-back effect had a greater influence on the simulation results than the insufficient consideration of the machined material softening. Therefore, great values of the simulated axial force in comparison to the experimental values due to an insufficient consideration of the machined material softening, observed at low tool feeds, transform into smaller values at large feeds.





4. Conclusions


This paper presents the results of experimental tests and numerical simulations of the orthogonal cutting and milling process of titanium alloy Ti10V2Fe3Al (Ti-1023) for a wide variation in cutting modes. Experimental examinations served as a basis for the verification of the developed planar and spatial finite element models. The two-dimensional finite-element model of orthogonal cutting was used to determine the parameters of the FE model triad: the machined material model, the contact interaction model of the tool with the chip as well as with the workpiece, and the material fracture model. The parameters of the Johnson–Cook constitutive equation used as material model parameters and the critical fracture stress value of the machined material were determined by a DOE (Design of Experiment) sensitivity analysis on a two-dimensional FE-model during the numerical simulation of orthogonal cutting processes. The specified triad parameters were also used in the three-dimensional FE model of end milling.



The results of the numerical simulation were consistently compared with the experimental data obtained. The deviations in the simulated cutting forces from their experimental values for the orthogonal cutting process were about 8% to about 12%, and the same deviations in the thrust forces were about 21% to about 25%. The simulated chip peaks and chip valleys deviated from their experimental values by between about 5% and about 13%. The superposition of simulated and measured cutting force signals for one tooth of the end milling cutter showed a good agreement and confirmed that the created FEM cutting model for milling was valid. The difference between simulated and measured cutting forces during milling for a tool feed range of 0.06 mm/tooth to 1.2 mm/tooth was about 10% to about 20%. Moreover, the difference between simulated and measured axial forces for the same range of tool feed was between about 10% and about 23%. The shortcomings of the developed methodology for the numerical modeling of titanium alloy Ti-1023 milling processes included an insufficient consideration of the thermal influence on the softening of the machined material in the cutting process and the missing consideration in the determining equation structure of the mechanism to account for the elastic recovery of the machined surface. The authors’ further studies will be partly devoted to improving the defining equation structure of the machined material state in the cutting process in order to take the influence of the above-mentioned factors into account.



A sufficient agreement between measured and simulated kinetic characteristics allows the statement to be made that the developed FEM cutting models and experimentally obtained results can be further used to optimize the cutting processes of titanium alloy Ti-1023, as well as the design and geometrical parameters of the tools. In this case, a reduction can be expected regarding the experimental test and machine operation times, as well as regarding the costs of materials, prototypes, and energy at the conventional development stages.
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Figure 1. Flowchart of the information flows logical relationship in the developed methodology. 
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Figure 2. Test setup for analyzing the milling process: (a) test setup and (b) milling cutter. 
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Figure 3. Configuration of computational mesh formations “tool–workpiece” with specified boundary conditions for orthogonal cutting process. 
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Figure 4. Initial geometry, mesh, and boundary conditions of milling model. 
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Figure 5. Changing kinetic characteristics during the orthogonal cutting process depending on cutting speed and tool rake angle: (a) signal of cutting force Fx, (b) cutting force Fx depending on cutting speed, (c) thrust force Fz depending on cutting speed, (d) cutting force Fx depending on tool rake angle, and (e) thrust force Fz depending on tool rake angle. 
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Figure 6. Changing chip thickness depending on tool rake angle: (a) experimental chip morphology, (b) distribution of effective strain in the simulated chip, (c) chip peaks axE and axS depending on tool rake angle, and (d) chip valleys anE and anS depending on tool rake angle. 
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Figure 7. Effects of radial depth of cut and tool feed on the cutting force and axial force for different cutting speeds: (a) effect of radial depth of cut on the cutting force, (b) effect of radial depth of cut on the axial force, (c) effect of feed on the cutting force, and (d) effect of feed on the axial force. 
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Figure 8. Simulation of milling characteristics at different machining phases: (a) workpiece and chip strain in the initial simulation steps, (b) workpiece and chip temperature in the initial simulation steps, (c) workpiece and chip strain in the next simulation steps, (d) workpiece and chip temperature in the next simulation steps, (e) workpiece and chip stress in the initial simulation steps, and (f) workpiece and chip stress in the next simulation steps. 
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Figure 9. Comparison between experimental and simulated values of cutting forces for different tool feeds: (a) experimental and simulated cutting force signal for one tooth of an end milling cutter, (b) comparison between experimental and simulated cutting forces, and (c) comparison between experimental and simulated axial forces. 
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Table 1. Mechanical and thermal properties of the titanium alloy Ti10V2Fe3Al [47,48].
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Material

	
Strength (MPa)

	
Elastic Modulus (GPa)

	
Elongation

(%)

	
Hardness HV

	
Poisson’s Ratio

	
Specific Heat (J/kg·K)

	
Thermal Expansion (µm/m·°C)

	
Thermal Conductivity (W/m·K)




	
Tensile

	
Yield






	
Ti-1023

	
1282

	
1220

	
110

	
4 ~ 10

	
~430

	
0.35

	
527

	
9.7

	
7
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Table 2. Johnson–Cook constitutive equation parameters.
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Constitutive Parameters




	
A (MPa)

	
B (MPa)

	
n

	
C

	
m






	
985.7

	
634.7

	
0.2351

	
0.02812

	
0.87
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