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Abstract: Networks constructed in the sky are known as non-terrestrial networks (NTNs). As an
example of an NTN, relay transmission using drones as radio stations enables flexible network
construction in the air by performing handovers with ground stations. However, the presence of
structures or obstacles in the flight path causes multipath interference; consequently, the propagation
environment fluctuates significantly based on the flight. In such a communication environment,
it is difficult for a drone to select an optimal ground station for a handover. Moreover, unlike a
terrestrial network, the propagation environment of a flying drone is affected by structures and
other factors that cause multipaths based on the flight speed and altitude, making the conditions of
the propagation environment even more complex. To solve these problems, we propose handover
schemes between drones and the ground that consider the multipath interference caused by obstacles.
The proposed methods are used to perform handovers based on an optimal threshold of received
power considering interference and avoid unnecessary handovers based on the moving speed,
which makes the handover seamless. Finally, we develop a simulator that evaluates the cross layer
from propagation to upper network protocols in a virtual space, including buildings, evaluate the
communication quality of a drone flying in a three-dimensional space, and confirm the effectiveness
of the proposed methods as well as the evaluation of the real environment.

Keywords: drones; handover; multipath interference; non-terrestrial networks

1. Introduction

The fifth-generation (5G) [1] network was developed as a wireless network technol-
ogy, and services using 5G provide attractive functions, such as communication speed,
communication capacity, and user capacity. Additionally, design methods for the optimal in-
stallation of base stations and evaluation and verification methods for the multipath fading
effects of interference and reflections caused by buildings and shields between base stations
and users, propagation attenuation, and improvement methods have been established.

Beyond 5G and 6G, next-generation wireless network technologies have attracted
attention. Beyond 5G and 6G include the requirement of extending the communication
area to the sea, sky, and space, which is different from a terrestrial network [2–11]. Com-
munication networks that satisfy these requirements are called non-terrestrial networks
(NTN) [12–18]. As shown in Figure 1, satellites and relay stations, such as high-altitude
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platform stations (HAPS), are placed in the sky, and drones and robots near the ground
are expected to have various applications, such as information collection. In addition,
unlike conventional network designs that approximate a flat surface on the ground, three-
dimensional network construction that includes three-dimensional movement in the air
offers high potential for creating new services due to the flexibility of the design. In the
future, a shift toward NTNs linked to conventional ground networks is expected. Relay
communication using drones has been proposed in conventional relayed networks when it
is difficult to set up a ground station to expand the communication area or eliminate blind
zones [19,20]; for example, research on relay transmission using drones and 5G technology
already exists, and demonstrative experiments have been conducted [21]. For example,
demonstration experiments have been reported for transmitting 4K high-resolution video
shots from the sky using 5G, as shown in Figure 2. Moreover, transmission technology for
coverage holes where wireless signals cannot reach directly are already in the process of
being put to practical use.

Wireless integrated-media commun. lab., NIT
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Figure 1. NTN image model configuration.
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Figure 2. Relay transmission using drones.

However, although simple relaying by drones can be achieved, weight limitations
make it impossible to carry heavy payloads, such as devices that transmit high-power radio
waves or directional antennas, which makes it difficult to achieve a wide communication
area. Moreover, because drones are mobile, no method has been proposed to exploit their
ability to connect with various ground-based stations while moving. Furthermore, unlike
terrestrial communications, it is necessary to consider three-dimensional propagation paths
with height differences for drones to communicate with the ground and mobile stations.
For example, multipath interference, diffraction, and shielding caused by reflections from
structures vary greatly with the height of the structure and flying drone. Therefore, this
study focused on airborne networks that use drones as radio stations. For example, as
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shown in Figure 3, the network is expected to be used for capturing pictures, collecting
oceanographic data, relaying between terminals and base stations with no line of sight, and
providing a communication environment for users in blind areas. To realize such a network,
it is desirable to assume that the drone moves while flying, and to switch connections
so that it can continuously communicate while searching for the most appropriate base
station on the ground during its movement. The method of switching the destination is
called handover, and we propose a handover method suitable for drones. For the handover
evaluation, we developed a cross-layer simulator that combines multiple analysis meth-
ods of the communication layer [22] to obtain the communication speed or throughput
at the service level by combining the propagation characteristics in a three-dimensional
(3D) space that considers structures and network protocols. In addition, we evaluated the
proposed methods. The reason for developing the cross-layer simulator is that when a
drone communicates while flying, unlike cellular communication, etc., on the ground, it is
necessary to assume a three-dimensional communication environment. Reflections and
diffraction of radio waves due to buildings and other obstacles vary in complexity that
depends on the drone’s flight altitude and speed. When considering the communication
quality in such a communication environment, it is necessary to evaluate performance in a
three-dimensional space considering the propagation characteristics. For cellular commu-
nications on the ground, the location selection of base stations are performed not only by
computer simulation, but also by demonstration experiments to verify the optimal instal-
lation of base stations and the quality of communications. On the other hand, when the
drones communicate while flying, the selection of base station locations by actually flying
is a very labor-intensive and expensive task. Although computer simulations can evalu-
ate propagation characteristics in a three-dimensional space, it is difficult to evaluate the
performance and services of a communication system, including its applications. For this
background, an evaluation method suitable for the environment of drone communications
is required, and because verification through actual experiments is difficult, a virtual reality
simulator for evaluation in a virtual space is needed. In this study, to achieve this simu-
lator for evaluation, we developed the cross-layer simulator that integrates propagation
characteristics, signal processing, and communication protocols such as an IP layer.

Wireless integrated-media commun. lab., NIT
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Figure 3. Example of service using a drone as a radio station.

The contributions of this paper are summarized as follows.

• We propose a handover method based on signal-to-interference-plus-noise ratio (SINR)
that includes multipath interference considering obstacles such as buildings in the en-
vironment where drones fly, instead of simple received power. Then, the effectiveness
of the method was confirmed.

• We proposed a method to solve the problem of locally high SINR during the period
when drones are flying and the communication speed is reduced due to frequent
handovers, confirmed the effectiveness of the method, and determined the optimal
flight speed.

• Because drone communications are subject to significant changes in reflection and
diffraction from buildings and other objects depending on flight speed, the new cross-
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layer simulator was developed to determine throughput characteristics above the IP
layer, including multipath interference due to propagation characteristics and signal
processing performance, enabling evaluation in a three-dimensional virtual space
close to the actual environment.

The remainder of this paper is organized as follows. Section 2 describes the related
works and problems associated with conventional relay technology. Section 3 describes
the evaluation method and simulator development for the drone relay network for flight.
Section 4 describes the two proposed methods and presents evaluation results.

2. Related Work
2.1. Introduction of Relay Technology by Drone

In this study, we propose a handover method suitable for drones in flight. In wireless
communication, a handover is a technique in which a moving radio station switches
its destination and continues to communicate. The communication requires stabilizing
the communication speed and achieving seamless switching. For example, a handover
in IEEE802.11 standard [23] local area networks (LANs) is a method in which moving
stations (STAs) switch connections from one access point (AP) to another and continue to
communicate. Before performing a handover, STAs search for possible APs by scanning the
surrounding APs for information such as the signal strength of the new AP. For example,
STAs compare the APs to which they are currently connected and analyze whether the
new AP can provide a stronger signal or whether communication speed can be improved.
However, the functionality implemented in commercial devices generally searches for
surrounding APs at the time of disconnection, and an optimal handover trigger selection
method for seamless connections has not yet been established. When a suitable AP is found
from the search results, an authorization process is performed between the STA and the
new AP, and then an association is established. Communication with the previous AP is
disconnected. In these handover procedures, the switchover should be seamless, and the
STA should continue a certain amount of data communication with the new AP during the
switchover. Finally, the new AP takes over the STA’s communications and provides the
same services as the previous AP.

Two types of roaming methods are specified in the IEEE802.11r standard [24–27] as
roaming methods when handovers are performed. One is over-the-air fast transmission
(FT) roaming, and the other is over-the-DS FT roaming. First, over-the-air FT roaming is
explained using Figure 4. The STA requests roaming from AP1, to which it is connected
(communicating with the access point). Subsequently, the STA sends an FT authentication
request to AP2 and receives an FT authentication response from AP2. The controller
connected to AP1 and AP2 sends the STA pre-certification information to AP2. Finally, when
the STA moves to the BSS to which the new AP belongs, it sends an FT reconnection request
to the STA and receives an FT reconnection response from AP2 to complete roaming. The
operation of over-the-DS FT roaming is explained in Figure 5. First, the STA connects to AP1
and requests roaming to AP2. Subsequently, the STA sends an FT authentication request
to AP1 and receives an FT authentication response from AP1. The controller connected to
both AP1 and AP2 sends the STA pre-certification information to AP2. Finally, when the
STA moves to the BSS to which the new AP belongs, it sends an FT reconnection request to
the STA and receives an FT reconnection response from AP2 to complete roaming. These
roaming methods solve the problem of the large overhead of the authentication procedure
in handover: the over-the-DS FT performs authentication before switching the APs, and
the over-the-DS FT can further reduce the number of authentication procedures in the
wireless section by cooperating with the backbone network. The over-the-DS FT can further
reduce the number of authentication steps in the wireless section by coordinating with the
backbone network. In other words, this method can effectively reduce the authentication
procedure time by deploying a controller. However, the methods for the STA to switch
AP connections and select APs to connect to are not specified, and the effect of physical
disconnection on seamless handover has not been considered. In this study, we discuss how
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to select the optimal AP to connect to by minimizing the time spent on the handover of the
switching decision mechanism and the protocol procedures involved in actual switching.
More specifically, because the authentication procedure is not the subject of discussion, this
study assumes the use of over-the-DS FT authentication, which is largely independent of
the authentication time of the wireless segment and focuses on the seamlessness of the part
where the wireless connection is physically switched.

Wireless integrated-media commun. lab., NIT

[1]IEEE802.11r FTローミング
26

ローミングの動作

STA

AP1 AP2

controller

Figure 4. Over-the-air FT roaming.

Wireless integrated-media commun. lab., NIT

[1]IEEE802.11r FTローミング
27

から

へ再アソシエーション要

．

pre-authentication

AP1 AP2

STA

controller

Figure 5. Over-the-DS FT roaming.

In addition, other work related to this study is presented. In relay methods that use
drones, drones have been emphasized to improve the transmission rate and reduce the
error rate [28]. The proposed method uses an uplink multi-user multiple input multi-
ple output (MU-MIMO) cooperative retransmission control scheme. When the drones in
flight communicate directly with each other, another drone, which cooperates and assists
in communication based on the transmission distance, performs a relay transmission to
guarantee transmission errors. The method guarantees transmission errors and achieves a
transmission rate of 1.5 times even when there is considerable interference from the ground,
and it is also expected to improve blind zones because it establishes relays over a wide
area. In addition, in [29], the authors improved the communication capacity characteristics
of MIMO systems using drone relay stations by introducing a propagation environment
control method (PECM) that selects the best arrangement of drones from among multi-
ple drones in a drone relay network. However, neither of these methods discusses how
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drones move to the relay, and handovers by movement require different and new capabil-
ities. Ad hoc networks that use drones were studied by [30]. In this research, when the
communication infrastructure on the ground fails, such as during a disaster, unmanned
aerial vehicles (UAVs), such as drones, can be deployed to provide a rapid communication
environment for victims and emergency workers, efficiently delivering information in
the disaster area even when the communication infrastructure is unavailable. However,
handovers to ground stations have not been discussed. In these related studies, handover
is beyond the scope, including the effects of the drone’s maneuverability, movement speed,
and obstacles, such as buildings.

In air-to-ground and air-to-air, communication channel characteristics are highly dy-
namic [31,32]. These papers mention channel modeling for UAVs in various environments,
which can be evaluated with high accuracy by analyzing them through rigorous channel
modeling [33–35]. Research on channel modeling for operating UAVs is also in progress.
The simulator developed in this study is a simplified channel modeling that only imple-
ments geometry such as buildings. In the future, when more detailed analysis becomes
necessary, we plan to perform detailed modeling of the propagation environment, taking
into account scenarios, parameters, shadows, etc.

2.2. Conventional Methods and Issues

Related studies have not adequately discussed the problems associated with han-
dovers, such as the communication environment with the connection destination based on
the location where the drone has moved and the conditions for switching the connection
destination. In other words, it is important to devise a handover method that is suitable for
drones because drones move faster than conventional handovers on the ground, which as-
sume tablets and cellular terminals. In addition, handover technology to switch connection
destinations while drones are flying has not yet been studied. In conventional handover,
if handover is performed using only simple received power, the received power will be
determined to be high, including the interference power due to multipath, so it is difficult
to select the optimal handover trigger and the optimal AP. Therefore, multipath interference
due to building reflections and diffraction is not included. The handover is performed
when the received power from the base station to which the drone is connected decreases,
as shown in Figure 6, but the signal is reflected by multipath due to buildings and other
factors, resulting in interference waves. Even if the power received from the AP is high,
SINR becomes low and communication quality deteriorates. Therefore, it is necessary to
make a handover decision by considering the SINR, which changes continuously based on
the flight, rather than simply checking the received power. Based on these considerations,
it is also necessary to include the requirement for drones to fly in environments that include
buildings, etc. It is necessary to construct a new evaluation method that includes multipath
interference in 3D space and time series by flight, which is different from the conventional
evaluation method for ground communication.

The conventional connection switchover trigger in a handover uses the sequence
shown in Figure 7 if the authentication procedure is omitted. If the STA, which is a mobile
station, continuously receives beacons, it recognizes that it is in the communication area
under the AP and maintains the connection. When the beacon signal cannot be received
an arbitrary number of times, the STA decides to perform a handover and connects to a
new AP based on the information of a beacon signal with high reception power that has
been searched for in advance. In the conventional method, a handover is not performed
even if the received power is low, unless the beacon signal is not received. In other words,
even if the signal from the current AP weakens and the communication speed decreases, a
connection cannot be established with an AP with better conditions. One of the objectives
of this study is to solve these problems.
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Figure 6. Handover and multipath interference from drone flight.
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3. How to Evaluate Flying Drones

A wireless network evaluation is typically performed layer-by-layer. Examples include
antenna characteristics, propagation characteristics, network protocols, and the application
quality of service. However, because drones can construct a three-dimensional network in
the air, buildings and obstacles in urban areas can reflect and block the network, resulting
in multipath interference. Unlike conventional methods for evaluating terrestrial networks,
propagation conditions are highly complex and depend on the height of buildings, the
drone’s flight altitude, and the speed of movement of the drone. In addition, these propa-
gation conditions have a significant impact on upper-layer communication protocols. In
other words, the actual applications and quality of service also vary. Therefore, if a service
operation is to be launched, it is necessary to conduct an evaluation and verification in a real
environment; however, conducting experiments using actual flying drones is a significant
hurdle. Moreover, apart from drone communications, ground station services also require
significant operation time and cost for propagation experiments during station design.
Propagation characteristics such as SINR and bit error rate (BER) of the physical layer
have been used as evaluation indices for wireless communications. However, because the
wireless communication services used by users include upper-layer protocol performance,
such as streaming and net surfing, it is necessary to evaluate the communication quality of
user-based applications. In addition to the difficulty in the analysis methods and evaluation
indices that integrate the various layer technologies, the simultaneous analysis of signal
processing at the physical layer and the analysis of radio propagation has resulted in sim-



Drones 2024, 8, 32 8 of 21

plified and inaccurate evaluation results [36]. In this study, we developed and evaluated a
cross-layer computer simulator, from the physical layer to the internet protocol (IP) layer.
This simulator is characterized by its ability to evaluate the impact of multipath interference
caused by structures on throughput at the (IP) layer, such as the transmission control proto-
col (TCP) and user data gram protocol (UDP). Moreover, it can evaluate time-series data
assuming a high-speed drone flight. The advantage of the simulator is that even engineers
without expertise in the physical or higher layers can easily evaluate the performance of the
entire system, regardless of where the service is provided. In other words, apart from drone
networks, new communication methods devised in the future will be in great demand for
virtual evaluation prior to the development of actual equipment.

3.1. Overview of 3D Cross Layer Simulator

In this study, a three-dimensional cross-layer simulator was developed for the virtual
evaluation of drone flight. The simulator configuration is shown in Figure 8. The simulator
uses a physical propagation simulator (EEM: ray tracing method) and numerical analysis
software (MATLAB R2020a: OFDM signal processing) [37] for the physical layer, and a
network simulator (OPNET: including network protocol, and the upper layer uses a net-
work simulator (OPNET: including network protocols and applications) [38]. A control tool
that optimally transfers information data between these commercially available analysis
simulators was constructed, which passes the received power analyzed at the physical layer
to a network simulator at a higher layer for continuous and integrated evaluation from
the physical layer to the application layer. In addition, topography and building data are
imported from the map data, thereby enabling analysis in a virtual network environment
with a 3D configuration. Furthermore, the system can handle the performance evaluation
of the entire system as well as the evaluation indices and extracted analysis specified for
each layer. The ray tracing method converts radio waves into optical waves. The ray tracing
method approximates radio waves as light using direct waves and reflection and diffraction
paths and enables analysis, including real-space conditions, for performance evaluation
between transmitting and receiving stations using drones and other devices with height
differences. Figure 9 shows the structure of the linkage of each simulator, which exchanges
propagation information and signal processing analysis information between the EEM
and MATLAB. The results of these analyses were passed to OPNET, which uses network
protocols to evaluate the throughput and delay. As the drone (STA) flies and moves, the
results of each propagation and signal analysis are output as a CSV file and fed back into
the OPNET evaluation model. However, the number of output CSV files increases as time
is divided based on the moving speed and the desired analysis accuracy. Therefore, it is
necessary to divide the time into an appropriate number of analyses. The simulation flow
divides the drone flight path into arbitrary time segments, as shown in Figure 10, and
performs a propagation analysis for each point at each segmented time. The transmission
rate is determined by selecting the modulation and coding scheme index (MCS index) that
can be transmitted based on the received power obtained from the propagation analysis.
The result of the determined transmission rate is passed to the upper layer to calculate the
throughput. The throughput is calculated at the Layer 2 level, including the media access
control (MAC) header and control frame transmission and reception procedures, as well as
the throughput available to the application, including the frame header and control frame
transmission and reception procedures above the IP layer. Moreover, it supports traffic
such as video, voice, hypertext transfer protocol (HTTP), and evaluation metrics for each
layer, facilitating the performance evaluation of applications.
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3.2. Power Calculation Method in 3D Cross Layer Simulator

The calculation of the received power and SINR in the simulator follows the procedure
shown in Figure 11 and Equation (1), which are explained below. The simulator incorpo-
rated a ray-tracing method that considers radio waves as rays. Map data containing terrain
and buildings were prepared, and multiple rays from connected APs, other APs, and STAs
were analyzed using the propagation analysis simulator. The received power Pr [dBW] was
calculated from the analyzed ray and converted to the true unit of received power Pr [mW]
using Equation (1).

Pr =
N

∑
i=1

10
P(i)r
10 × 103, (1)

where P(i)
r denotes the received power of the ith ray and N denotes the maximum number

of rays.

Wireless integrated-media commun. lab., NIT
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Subsequently, SINR is calculated from Equation (2) using the maximum value of the
converted received power, interference power, and interference power from other APs, and
a table corresponding to SINR for the signals from each AP a is created.

SINR =
Pr

σ + maxn∈A\{a} Pn
, (2)

where σ denotes the interference power beyond the GI (guard interval) length plus the
thermal noise, A denotes the set of access points, and Pn denotes the interference power
from access point n ∈ A \ {a}. GI is the signal interval used to avoid inter-symbol
interference (ISI) of delayed waves in a multipath environment. In this study, the length of
GI was set to 800 ns. To obtain the transmission rate from the obtained SINR, the minimum
receiving sensitivity Rmin [dB] was calculated using Equation (3), and the corresponding
MCS was selected, as shown in Figure 11.

Rmin = SINR − 85 (3)

Because the interference power was analyzed using the simulator, a guard interval
function was added to improve the multipath interference, as specified in the IEEE802.11ax
standard [39]. As shown in Equation (4), if the multipath delay time t is shorter than the
guard interval length GI, the signal is considered a valid signal.

t ≦ GI (4)

Conversely, if the delay time is longer than the guard interval length, as shown in
Equation (5), the signal is considered an interference.

t ≧ GI (5)
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However, in this developed simulator, simple channel modeling was used, which
only implements the geometry of buildings and other structures. Analysis in rigorous
channel modeling for air–ground requires consideration of buildings and their materials
and dielectric constants [31,32]. In future work, modeling of the propagation environment
will be implemented when more detailed analysis is required.

Further discussing the simulator developed, the only uncertainty is the movement of
the drone. In order to reproduce a dynamic propagation environment, other objects are
assumed to move, and for evaluations that assume a vehicle, such as the V2X communica-
tion presented in reference [40], it is necessary to implement a Monte Carlo-like method for
vehicle movement. The developed simulator is an event-driven method. This simulation
method is that the analysis will be complex and require high computer specifications. In
addition, because the system is event-driven, it is difficult to perform statistical evalua-
tions such as numerical analysis. However, it can be extended to general cases, such as
implementing propagation environment changes in a time series or setting parameters for
arbitrary channel estimation errors. Therefore, although the method is not suitable for sta-
tistical evaluation, it is suitable for propagation model evaluation for social implementation
and performance evaluation of new communication systems, which are the goals of this
study, and we expect that it will contribute to similar research.

3.3. Evaluation Results of Conventional Methods

The developed simulator was used to evaluate a conventional handover sequence, as
shown in Figure 7. The simulation model of the conventional method was evaluated using
STA flight paths on the map shown in Figure 12. The map was obtained using the GSI map
data download service [41]. In this map, the drone at the mobile station is designated as an
STA and repeats the handover while passing along the red-dotted path from AP1 to AP4 of
the base station. The service model assumes that the STA uploads video images captured
while flying to the AP on the ground and continuously sends UDP data from the STA to
the AP.

Wireless integrated-media commun. lab., NIT
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Table 1 lists the parameters used for the evaluation. The communication method
used was the IEEE802.11g standard [42], frequency band 2.4 GHz, and transmission power
0.2 mW. The STA and AP were at the same height of 5 m above the ground, and the flight
speed of the STA was 5 km/h.

The simulation results for the evaluation model are presented in Figure 13. Figure 13
shows time [s] on the horizontal axis and throughput [Mbps] on the vertical axis. Handover
occurs between AP1 and AP4; however, after connecting to AP2, a period of low throughput
is followed by a connection to AP4 without connecting to AP3 because no beacon reception
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failure occurs after handover to AP2; therefore, the decision to initiate handover is not
made, and the connection to AP2 with low reception power is maintained, resulting in a
situation where handover to AP3 with high reception power cannot be performed. These
results confirm that the handover to the optimal AP is not performed unless a beacon
failure occurs in the conventional method.

Table 1. Evaluation parameters.

Conv. Method

Comn. method IEEE802.11g standard

Frequency band 2.4 GHz

Transmission power 0.2 mW

Flight speed 5 km/h

STA and AP height 5 m above ground

Hand over method Beacon reception failure counts
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Figure 13. Evaluation results of conventional methods.

4. Proposal Method According to the Issue

In this section, we propose two methods to solve these problems and demonstrate
their effectiveness through simulation evaluation.

Proposed method #1: In the conventional method, a handover to a better-conditioned base
station cannot be performed unless a beacon failure occurs. In proposed method #1,
the handover decision is based on a SINR threshold instead of beacon reception. The
proposed method solves this problem by actively performing handovers from an AP
with a low transmission rate to another AP with good conditions.

Proposed method #2: Since proposed method #1 performs handover aggressively, if a con-
nection is attempted with a base station whose reception power is momentarily high
due to the influence of buildings, etc., the reception power drops immediately and
handover is performed again immediately, which increases the number of handover
attempts. To solve this problem, the number of handover attempts can be reduced by
eliminating base stations with instantaneously high received power from handover
candidates by acquiring a moving average with reference to the past received power.

4.1. Overview of Proposed Method #1

As described in Section 2.2, the conventional handover method cannot perform a
handover to a base station with good conditions unless a beacon failure occurs, even
in an environment where SINR is low and communication conditions are poor, and the
connection to a base station with a low transmission speed continues. Method #1 proposes
a connection destination selection method that operates based not only on the availability of
beacon reception but also on handover timing and the MCS index with SINR as a threshold



Drones 2024, 8, 32 13 of 21

for optimal connection destination switching. Using the SINR as the threshold value, even
if a connection to a base station with a low SINR continues without beacon reception failure,
as shown in Figure 13 in the conventional method, a handover decision can be made, and
the AP can proactively connect to an AP with better conditions.

Figure 14 shows the handover procedure for proposed method #1. As a specific
procedure in the proposed method, the STA first sets the SINR threshold before the system
is operated. At the beginning of the system operation, the STA sets the SINR threshold
for a certain period after receiving a beacon. If the SINR threshold is exceeded, the STA
recognizes that it is in the communication area under the AP and maintains the connection.
When the SINR of the AP to which the drone is connected drops below the threshold value
due to the drone’s movement, the system decides to perform a handover and determines
the MCS index of each AP based on the beacon searched for in advance. The AP to be
connected next is then determined.

Wireless integrated-media commun. lab., NIT
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Figure 14. Handover sequence of proposed method #1.

The algorithm for AP selection is as follows:

if (MCS index ≥ 1, AP exists)
Handover to the AP with the best SINR among the applicable APs.

else if (MCS index ≥ 1, AP does not exist)
Handover to the AP with the best SINR among the APs with the same MCS index as
the current one.

SINR threshold compares the SINR value calculated from the beacon to the value
set for the AP-switching threshold. In this study, SINR was set to 6 dB to guarantee the
minimum transmission rate. Using this method, a handover to a base station with better
conditions is performed even when the received power of the beacon signal is low.

The flowchart of proposed method #1 is shown in Figure 15. In proposed method #1,
SINR is calculated when a beacon is received and the data table of SINR is updated. It
then compares the SINR threshold value with the calculated SINR value, and it disconnects
from the AP if the SINR value falls below the threshold.
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Figure 15. Flowchart of proposed method #1.

4.2. Evaluation Method and Results of Proposed Method #1

To compare the conventional method and proposed method #1, we evaluated the
parameters as indicated in Table 2, where the communication method is the IEEE802.11g
standard, frequency band is 2.4 GHz, transmission power is 0.2 mW, and drone speed is
5 km/h.

Table 2. Parameters for evaluation comparison.

Conv. Method Prop. #1 Prop. #2

Communication method IEEE802.11g standard

Frequency band 2.4 GHz

Transmission power 0.2 mW

Flight speed 5 km/h

Hand over method Beacon counts SINR threshold SINR moving average

Proposed method #1 uses the same simulation model as that shown in Figure 12,
which is used in the evaluation of the previous method. The STA repeatedly handovers
from AP1 to AP4, passes through the red-dotted path, and continuously uploads UDP data
from the STA. Figure 16 compares the throughput characteristics of the conventional and
proposed (#1) methods. The horizontal axis represents the time [s], and the vertical axis
represents the throughput [Mbps]. In the conventional method, periods of low throughput
exist because the handover is performed from AP2 to AP4 without connecting to AP3,
as previously described. This is because, when the STA is connected to AP1 and AP2,
it performs a handover before the connection link is disconnected due to the absence of
other base stations with high reception strength in the vicinity. However, when the STA
heads to AP3, the connection to AP2 is not made, the connection to AP3 is not made,
and a handover is not performed until AP4, where AP2 is disconnected. This not only
reduces the throughput, but also causes the connection to drop before 300 s. In contrast,
proposed method #1 performs optimal AP selection by referring to the SINR threshold and
MCS index, independent of whether a beacon is received. In other words, it performs a
handover to AP3 even when the AP2 beacon is received. Compared with the conventional
method, the proposed method achieves a maximum throughput of 20 Mbps or higher in
the communication area of AP3, and the handover is performed seamlessly without loss of
connection when switching to AP4. These results confirm the effectiveness of proposed
method #1, SINR threshold, for an optimal handover.
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Figure 16. Evaluation results of proposed method #1.

4.3. Overview of Proposed Method #2

Handover using proposed method #1 was confirmed to be effective in reducing the
time of communication disconnection and the low transmission rate by performing a
handover to the optimal AP by following the SINR threshold before the beacon signal is
completely disconnected. However, if, for example, an AP on the flight path is locally
shielded by a building and cannot receive a high signal until just before it passes, it
may perform an unnecessary handover with a very short connection period and may not
achieve a stable communication speed. A topographic map of the area is shown in Figure 17
assuming such an environment. This condition is the simulation model of a localized area,
as shown in Figure 12. The STA is assumed to fly along a straight path, and the location of
AP2, which exists in the vicinity of AP1 to AP3, is subject to a low received power until the
STA passes immediately in front of it, due to the surrounding shielding. The STA moves
further and obtains high received power from AP2, but immediately after passing AP2,
the received power drops again. Using proposed method #1 in such an environment, the
connection to AP2, which has a locally high SINR, is immediately disconnected, requiring
a handover to another AP, which increases the overhead caused by the switching time
connecting to the destination. To solve this problem, proposed method #2 uses the moving
average value calculated based on the past SINR values during the flight as a decision
index for handover to prevent connection to an AP with a locally high SINR.
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Figure 17. Environmental conditions with frequent handovers.

Figure 18 shows the handover procedure for proposed method #2. Proposed method #1
implements the aforementioned handover timing based on SINR as a threshold and a
destination selection method that operates based on the MCS index. On the other hand,
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proposed method #2 measures SINR before and calculates the moving average using the
latest SINR and statistics referring to the past SINR by Equation (6). Using the proposed
method, SINR can be estimated by referring to past values when measuring SINR, such
that the locally high SINR can be estimated to be low.

Moving Average =
1
M

M

∑
i=1

Si, (6)

where Si indicates SINR at each point by assigning a number i to each point along the
divided travel route, and M denotes the total number of points referred to in the past.
Using the proposed method, the locally high SINR can be estimated as low because past
values can be referred to when measuring SINR.
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Figure 18. Handover sequence for proposed method #2.

The flowchart of proposed method #2 is shown in Figure 19. In proposed method #2,
in addition to the procedure of proposed method #1, after calculating the SINR, the moving
average value of the SINR is calculated by referring to the past SINRs. This moving average
is compared with the threshold value to make a handover decision.

An example of the operation of proposed method #2 is illustrated using an example
image of the SINR values obtained from each AP in Table 3 and the terrain configuration
in Figure 17. In Figure 17, the STA handovers APs from points A to D while flying over
the green points. Point C refers to the point at which a high SINR value is obtained from
AP2. Table 3 shows the moving average of SINR for points A to D and the SINR for point
C. For the case of proposed method #1, which refers only to the SINR of each point in the
topography of Figure 17, moving to point C connects to AP2 whose SINR in Table 3 is 30 dB
at the highest value. However, by moving to point D, the SINR of AP2 decreases and is
immediately connected to that of AP3, which has a higher SINR. In such an environment,
where APs with high SINR exist locally, handovers occur frequently, making it difficult to
maintain seamless communication.

Therefore, proposed method #2 calculates the moving average of SINR at each point
and prevents SINR from suddenly becoming high at a certain point. As an example, in
Table 3, at point C, AP2 has the highest SINR at 30 dB; however, the moving average at
point C (Ave.) is calculated by referring to past values at each AP. The calculated moving
averages are 9 dB for AP1, 16.5 dB for AP2, and 21 dB for AP3. Based on these results,
proposed method #2 can prevent unnecessary handovers by selecting AP3 instead of AP2.
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Figure 19. Flowchart of proposed method #2.

Table 3. Example of moving average [dB] of acquired SINR in flight movement.

Point AP1 AP2 AP3

A 28 0 0

B 15 3 14

C 3 30 28

C (Ave.) 9 16.5 21

D 0 3 30

4.4. Evaluation Method and Results of Proposed Method #2

Proposed method #2 selects the best AP for handover based on the moving average of
SINR. However, when the drone’s flight speed is high, proposed method #2 is unnecessary
in some cases because the drone is connected to the next AP before finding the AP with a
locally high SINR. Therefore, to confirm the effect of the proposed method on the speed of
flight of the STA, we compared the average throughput when using proposed methods #1
and #2 on the map shown in Figure 17. The flight speed of the STA was varied from
20 to 50 km/h in increments of 10 km/h. The STA continues to upload the UDP data
while performing a handover via the green point in Figure 17. The simulation parameters
are listed in Table 2. To monitor the behavior of handover to APs with locally higher
SINR, the evaluation method was based on the average throughput extracted from the
portion of Figure 20 where the drone passes in the vicinity of AP2. The results of the
average throughput for flight speeds comparing proposed methods #1 and #2 are shown in
Figure 21. Proposed method #2 had a higher average throughput than proposed method #1
at flight speeds of 30 and 40 km/h. In particular, at a flight speed of 40 km/h, the proposed
method #2 has a higher average throughput than proposed method #1. In particular, at a
flight speed of 40 km/h, the average throughput of proposed method #2 was approximately
48% higher than that of proposed method #1. On the other hand, at a slower flight speed of
20 km/h, both proposed methods #1 and #2 handover to AP2 and stay connected to AP2 for
a long time; therefore, proposed method #2 is ineffective. In addition, when the flight speed
is 50 km/h, both proposed methods #1 and #2 pass through AP2 at high speed, and no



Drones 2024, 8, 32 18 of 21

handover is performed; therefore, proposed method #2 is also not effective. These results
confirm that proposed method #2 is effective at flight speeds between 30 and 40 km/h.
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Figure 21. Average throughput of proposed methods #1 and #2 with respect to flight speed.

For a detailed evaluation of proposed method #2, we compared its throughput with
that of proposed method #1 using the map in Figure 17. Figure 22 shows the throughput
characteristics at a flight speed of 40 km/h; the best result is shown in Figure 21. When
using proposed method #1, the STA is initially connected to AP1, and, as it moves, the
SINR of AP1 decreases. When it moves closer to AP2, it establishes a connection with AP2,
which has a higher SINR. However, after connecting to AP2, the SINR threshold of AP2
is immediately lowered and the connection is immediately converted to AP3. When an
AP with a locally high SINR exists, the handover is repeated multiple times each time,
resulting in a decrease in throughput. On the other hand, proposed method #2, searches
for the next AP when the SINR of AP1 becomes lower than the threshold value. When
moving near AP2, even though SINR increases rapidly, SINR is estimated to be low when
calculating the moving average because of the low SINR of AP2 in the past. Therefore, AP2
was removed from the candidate handover destinations, and AP3 was selected as the next
connection destination. By reducing the number of handover attempts in this manner, the
throughput degradation was also reduced, and it was confirmed that the throughput was
maintained on average.
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Figure 22. Comparison results of proposed methods #1 and #2 at a flight speed of 40 km/h.

5. Conclusions

Relay transmission using drones as radio stations enables flexible network construction
in air through handovers with ground stations. However, the presence of structures or
obstacles in the flight path causes multipath interference, and the propagation environment
fluctuates significantly during flight. In such a communication environment, it is difficult
for a drone to select an optimal ground station for a handover. Additionally, unlike a
terrestrial network, the propagation environment of a flying drone is affected by structures
and other factors that cause multipath interference based on the flight speed and altitude,
making the propagation environment conditions even more complex.

To solve these problems, we proposed handover schemes between drones and the
ground that consider multipath interference caused by obstacles. Proposed method #1
performs optimal handover considering interference by setting a SINR threshold when
searching for surrounding APs, and we confirmed that the proposed method can achieve
a maximum throughput of 20 Mbps or higher when the conventional method achieves a
throughput of 5 Mbps or lower. Proposed method #2 avoids unnecessary handovers based
on travel speed, and the average throughput is improved by a maximum of approximately
48%. The evaluation results demonstrate the effectiveness of the two proposed methods
and the realization of a seamless handover.

For the actual operation of the proposed method, in proposed method #1, the drone
collects beacon signals of each traced radio pass while moving outdoors and performs
handover according to the SINR threshold value. At the same time, using proposed
method #2, the moving average is calculated by using statistics collected from SINR
in environments where SINR tends to be frequently high locally, such as urban areas.
Handover is performed to the AP with the highest SINR calculated from the moving
average. The drone flight speed at which proposed method #2 is effective is 30–40 km/h,
which is a medium speed.
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