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Abstract

:

This paper investigates the throughput optimization strategy in an unmanned aerial vehicle (UAV)-enabled emergency outdoor–indoor fairness communication scenario, with the UAV as a mobile relay station in the air, to provide outdoor–indoor communication services for users inside buildings. The occurrence of severe signal fading caused by outdoor transmission loss through wall loss as well as indoor transmission loss when the UAV forwards the information to the indoor users reduces the channel gain and degrades the system downlink throughput. To improve the downlink throughput of the system and ensure communication fairness for indoor users, we designed a joint UAV location deployment and resource allocation (JLRO) algorithm that optimized UAV three-dimensional (3D) deployment location, power and bandwidth resource allocation. The simulation results demonstrate the convergence and validity of the proposed JLRO algorithm, as well as its superiority compared to benchmark algorithms.
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1. Introduction


Previously, unmanned aerial vehicles (UAVs) have been widely used in civil fields [1]. With the development of millimeter-wave/terahertz technology, UAVs can use this technology for sensing, communication and control scheduling [2]. In emergencies such as natural disasters, the communication infrastructure may not work properly due to damage or other reasons. At this time, the communication network will face paralysis and other problems. Moreover, the response time of the infrastructure is long, and the emergency area may be in a state of loss of contact for a period of time, which is very detrimental to rescue operations [3]. With the advantage of flexible flight, UAVs can establish the first emergency communication networks for disaster areas [4]. The transmission of videos and images will be beneficial for rescue operations. For multimedia data, the transmission is significantly different from traditional communication data, which has a high data volume and requires a high throughput system for transmission [5]. So, it is very important to study the throughput of outdoor–indoor communication systems built by UAVs. However, so far, compared with outdoor, there has been less research on the establishment of communication systems for indoor users by UAVs.



In [6], the author used the Manhattan city model to fit and analyze the measured data and obtained the air-to-ground (ATG) model. In the process of building the model, the author considered the probability of the line-of-sight (LOS) and the non-line-of-sight (NLOS). The height of UAVs was optimized by finding the balance between energy savings and maximum coverage. This model has been cited by a large number of scholars. S. ur Rahman et al. in [7] jointly optimized the three-dimensional (3D) deployment locations of multiple UAVs and the control strategy of UAVs to maximize the system throughput. Wu Q et al. in [8] optimized the flight angle, radius and speed of the UAV combined with bandwidth allocation technology, and achieved the maximum coverage of users on the premise of meeting the minimum throughput. J. Miao et al. in [9] and J.H. Lee et al. in [10] jointly optimized the transmission power, transmission time and trajectory to ensure the maximum throughput of the system. The article [11] proposed a collaborative design scheme for quality of service (QoS)-oriented sensor communication control (SCC) of UAVs. The stability and location service performance of the UAV were analyzed by building the UAV status and control model. The problem of minimizing the amount of data transmitted by optimizing perceptual scheduling and block length allocation while meeting the location accuracy requirements of each user was further investigated. The article [12] minimizes the energy of data upload networks by optimizing the trajectory of UAVs and sensor power consumption.



The above research on the throughput of UAV communication systems is aimed at outdoor users. The models they use are ATG models or are modified on the basis of ATG models. However, these models are difficult to directly apply to the outdoor–indoor communication system because the signal must not be a LOS link when it is transmitted from the outdoor to the indoor. That is to say, because of the existence of the wall, the LOS probability of the ATG model in the outdoor–indoor communication system is zero. In addition, in the process of signal transmission, there is also the problem of the wall material and thickness inducing different through-wall losses. Moreover, the calculation of the transmission loss of signal indoors is also different from that outdoors.



In [13], the author proposed a loss model for outdoor–indoor communication. By optimizing the 3D location of a single UAV, comprehensive coverage of all indoor users was achieved. They considered two different coverage scenarios. One is that the UAV stays in the center of a wall in the building. If it can provide services to the farthest users, it can also provide services to other users. This method wastes a lot of resources but is fast to deploy. The other is to optimize the coordinates of the UAV according to user coordinates. This has high resource utilization but slow deployment. In [14], the author uses the main path of the signal transmission in [15] for reference to optimize the outdoor–indoor transmission loss model and realizes all indoor users with the minimum outage probability by optimizing the 3D deployment location and bandwidth resource allocation of multiple UAVs. In [16], J. Cui et al. further studied the scenario of a UAV building a communication system for mixed users. An “indoor-outdoor-iterative optimization” (IOI) deployment scheme was proposed to avoid the problem that mixed users cannot be normalized. By ensuring equal communication quality for all users, this scheme achieves the maximum coverage for mixed users. Although prior research has investigated the indoor–outdoor communication model for UAVs, it has not examined the throughput of an outdoor–indoor communication system.



In [17], Abhijit Bhowmick et al. consider the wireless powered communication network (WPCN) system supported by a UAV to serve a set of terrestrial users. They optimized the UAV’s maneuverability through trajectory design and wireless resource allocation to maximize the throughput of the system. Meng Hua et al. studied UAV-assisted uplink/downlink networks in [18] to maximize the throughput of the system; they optimized the trajectory of the UAV, the communication scheduling and the transmission power of the UAV-access points/sensor nodes (AP/SN). In case of an emergency, in order to improve the rescue efficiency of indoor users, Junghwa Kang et al. [19] proposed an uplink network based on a full-duplex UAV under disaster conditions to improve the system throughput. Lifeng Xie et al. studied a kind of UAV in [20] that supports the dual-user interference channel of a WPCN. The goal was to maximize the system throughput by optimizing the UAV flight trajectory and resource allocation under the UAV flight speed limit, collision avoidance and energy constraints of Internet of Things (IoT) devices. In [21], Tianyu Liu et al. considered a multi-link relay system supported by UAVs, in which multiple sources communicate with their destinations simultaneously through multiple UAV relays and share the same spectrum. It is proposed that the minimum throughput of all links can be maximized by jointly optimizing the 3D trajectory of UAV repeaters and the transmission power levels of the source and the UAV repeaters. However, these studies do not take into account the fairness of user communication.



In UAV-enabled emergency communication scenarios, the signals forwarded by the UAV relay to indoor users undergo three stages of loss: outdoor transmission loss, through-wall transmission loss and indoor transmission loss. These losses lead to a reduction in the user’s received signal-to-noise ratio (SNR), which, in turn, diminishes the system’s downlink throughput. In this paper, to enhance the efficiency of emergency scene rescue efforts, a scheme involving UAV 3D location deployment and resource allocation is examined with the objective of maximizing system throughput while ensuring communication fairness among users.



By jointly optimizing location deployment and the resource allocation of UAVs, this paper proposes using the JLRO algorithm to maximize the system throughput in this network. The proposed JLRO algorithm fully considers the information causality constraints and ensures the fairness of users. The rationality of the proposed JLRO algorithm can be explained as follows: since the transmission loss from the UAV to the indoor UE is directly affected by the UAV’s location and power allocation, the UAV’s location deployment and power allocation are considered to be jointly optimized via the proposed JLRO algorithm. In this way, the transmission loss from the UAV to the indoor UE can be reduced such that the channel gain is further improved. As a result, the indoor user’s received SNR is further boosted, which increases the system’s downlink throughput.



In UAV-enabled emergency communication scenarios, the UAV serves as a communication relay and establishes a two-hop communication link. The first hop is from the ground base station (BS) to the UAV, and the second hop is from the UAV to multiple indoor users. In the second-hop communication link, the signals forwarded by the UAV to the indoor users undergo three stages of loss: outdoor transmission loss, wall transmission loss and indoor transmission loss. These losses can lead to a decrease in the user’s received SNR, which, in turn, reduces the system’s downlink throughput. However, in emergency rescue communication scenarios, every user should benefit from the same communication quality.



In a two-hop link communication system, due to information causal constraints, the sum of the throughput of each link in the second hop is not greater than the throughput of the first hop link. Therefore, in order to maximize indoor users’ communication throughput, it is necessary to maximize the sum of the throughput of each link in the second hop. The signal transmission loss is affected by the location and power allocation of the UAV and the bandwidth allocation of the two hops.



In this paper, a scheme involving 3D location deployment and resource allocation of UAVs is studied with the goal of maximizing the system throughput while ensuring fair communication among users. We propose a joint UAV location deployment and resource allocation (JLRO) algorithm to maximize the system throughput in the network. The proposed JLRO algorithm fully considers the constraints of information causality, ensuring user fairness.



The main contributions of this article are as follows:




	
We consider the outdoor propagation model and the outdoor–indoor propagation model based on LOS and NLOS links and establish a hybrid communication model. The maximization of the UAV system throughput is quantified as a mathematical problem.



	
Based on the UAV’s location and resource (power and bandwidth) allocation, a JLRO algorithm is proposed to address the mathematical problem of throughput maximization. In order to solve the complex function with non-concave characteristics, we decompose the original function into location and resource allocation, and then iterate and converge them.



	
The proposed JLRO algorithm converges within six iterations. This effectively maximizes system throughput while adhering to the dual constraints of user fairness and information causality.








In Section 2, the throughput optimization of a UAV communication system based on user fairness is proposed. Section 3 expatiates a JLRO algorithm for the UAV’s location and bandwidth and power allocation. Section 4 presents the simulation in detail, and Section 5 presents the conclusions of this paper.




2. System Model and Problem Formulation


In cases of emergencies such as natural disasters, communication infrastructure becomes out of service due to damage. UAVs can move freely in the air and can set up the first emergency communication systems for users after the earthquake occurs to ensure normal communication in the affected area. In this article, the network built by the undamaged ground base station and the new air emergency communication network are independent of each other, and the same frequency interference is not considered for the time being. In Figure 1a, a UAV establishes a two-hop relay link between indoor users and ground base stations to transmit base station information to users by acting as an air relay. Figure 1b shows a master transmission path plan when a base station transmits information to indoor users. In Figure 1b,   S (  x S  ,  y S  ,  z S  )   represents the coordinates of the signal transmitter, which, in this case, is the ground base station and is defined as the source node.   R (  x R  ,  y R  ,  z R  )   represents the coordinates of the relay, which, in this case, is the UAV.    D i   (  x i  ,  y i  ,  z i  )    represents the coordinates of a signal receiver, which, in this case, is an indoor user i, defined as a destination node. The number of users is indicated with n. It is assumed that the user’s coordinates can be obtained or predicted [22], and the acquisition of user coordinates is not the focus of this study.   d  S , R   ,   d  R ,  D i     and   d i   represent the linear distance between the BS and the UAV, the linear distance between the UAV and the exterior wall of the building, and the indoor transmission distance of the signal (the vertical distance from the user to the interior wall of the building), respectively. The unit of distance is meters (m).  θ  represents the elevation angle of a signal passing through the wall when the UAV communicates with the i-th indoor user. B is a building, and the length, width and height of B can be represented as   x B  ,   y B   and   z B  . In B, the floor height is set to 3 m. Users’ communication equipment is generally at 1.5 m above the floor.



The signal transmission from the ground base station to the indoor user is a two-hop link. The first hop link refers to the transmission of signals from the ground base station to the UAV using the ATG communication model. The second hop link refers to the NLOS communication model used for the signal transmission from the UAV to indoor users. In terms of transmission loss, the first hop link and the second hop link are different. In the second hop link, the signal transmission loss mainly includes three parts: the path loss of the signal transmission outside the building, the path loss when the signal passes through the building wall and the path loss when the signal is transmitted indoors. The unit of loss is   d b  . The path loss model of the second hop link is mathematically quantified as:


        P  L  2 i   = P  L  F i   + P  L  B i   + P  L  I i   ,     



(1a)






        P  L  F i   = 20  log 10   (   4 π f  d  R ,  D i     c  )  ,     



(1b)






        P  L  B i   =  β 1  +  β 2    ( 1 − cos  θ i  )  2  ,     



(1c)






        P  L  I i   =  β 3   d i  ,     



(1d)




where


         d  R ,  D i    =     (  x R  −  x B  )  2  +   (  y R  −  y i  )  2  +   (  z R  −  z i  )  2    ,     



(2a)






        cos  θ i  =    x R  −  x B    d  R ,  D i     ,     



(2b)






         d i  =  x B  −  x i  .     



(2c)







In expression (1),   P  L  2 i     represents the second hop path loss of the i-th user, where   P  L  F i     represents the outdoor transmission loss of the i-th user in the second hop link. The outdoor transmission model uses a free path loss model because this path is an LOS link and the distance is very short.   P  L  B i     represents the wall transmission loss of the i-th user in the second hop link.   P  L  I i     indicates the indoor transmission loss of the i-th user in the second hop link. c represents the speed of light, and   c = 3 ∗  10 8   . f represents the carrier frequency used for the signal.    β 1  = 14  ,    β 2  = 15  ,    β 3  = 0.5  . The above data and formulas are from the ITU standard [23].



The transmission speed of the i-th user in the second hop link is mathematically quantized as:


      T  2 i   =  B  2 i    log 2   ( 1 +    P  2 i    10  −   P  L  2 i    10       B  2 i    N 0    )  .     



(3)




  P  2 i    and   B  2 i    represent the power and bandwidth, respectively, allocated by the UAV to the i-th user in the second hop link.   N 0   is the noise power spectral density.



In the first hop link, the total transmission loss is equal to the outdoor transmission loss and a widely used LOS probability-based transmission model is adopted. According to [6], the LOS probability of the first hop link is obtained as follows:


   P  L o S   =  1  1 +  a 0  exp  [ −  b 0   (  180 π  θ −  a 0  )  ]    .  



(4)




  a 0   and   b 0   are environment-related constants,   θ =  tan  − 1    (    z R  −  z S    d H   )    is the elevation angle of the first hop link and    d H  =     (  x R  −  x S  )  2  +   (  y R  −  y S  )  2     .



The channel of the first hop link is the ATG channel, except for the distance-based free space path loss; the ATG channel also suffers from the additional path loss that is dependent on the channel propagation condition. Assuming the LOS propagation condition, the total path loss of the first hop is   20  log 10   (   4 π f  d  S , R    c  )  +  η  L o S    , where   η  L o S    is the supplementary path loss for the LOS channel. Similarly, denote   η  N L o S    as the supplementary path loss for the NLOS channel, and the total path loss of the first hop under the NLOS channel is   20  log 10   (   4 π f  d  S , R    c  )  +  η  N L o S    . Consequently, the average path loss of the first hop link is provided by [6]:  


        P L =  P  L o S    ( 20  log 10   (   4 π f  d  S , R    c  )  +  η  L o S   )           +  ( 1 −  P  L o S   )   ( 20  log 10   (   4 π f  d  S , R    c  )  +  η  N L o S   )           = 20  log 10   (  d  S , R   )  + A  P  L o S    ( n )  + B .     



(5)




  A =  η  L o S   −  η  N L o S     and   B = 20  log 10   (   4 π f  c  )  +  η  N L o S    . Note that   η  L o S    is always less than   η  N L o S    for any given environment [6], and thus   A < 0   holds.



The transmission speed of the first hop link is mathematically quantized as:


      T 1  =  B 1   log 2   ( 1 +    P S   10  −   P L  10       B 1   N 0    )  .     



(6)




  P S   is the transmit power of the ground base station, and   B 1   is the available bandwidth for the first hop link.



The research in this paper intends to maximize the system downlink throughput of the communication by optimizing the UAV deployment location and system resource allocation. In this context, all users shall be provided with equivalent communications by the operator company. The mathematical expression of the problem is:


         max   B  2 i   ,  B 1  ,  P  2 i   ,  x R  ,  y R  ,  z R      ∑  i = 1  n    T  2 i       



(7a)






     s . t .         x B  ≤  x U  ≤  x D      



(7b)






        0 ≤  y U  ≤  y B      



(7c)






        0 ≤  z U  ≤  z B      



(7d)






         B 1  ≥ 0 ,  B  2 i   ≥ 0 , ∀ i     



(7e)






          ∑  i = 1  n    B  2 i   +  B 1  ≤  B  m a x       



(7f)






         P  2 i   ≥ 0 , ∀ i     



(7g)






          ∑  i = 1  n    P  2 i   ≤  P  m a x       



(7h)






         T  2 i   =  T  2 j   = ⋯ =  T  2 n       



(7i)






          ∑  i = 1  n    T  2 i   ≤  T 1      



(7j)







Here, (7b), (7c) and (7d) initially limit the deployment range of UAVs, but only in this range, in order to reduce the communication elevation of UAVs and further reduce the signal through-wall loss in the second hop connection. For example, if    z U  >  z B   , it is likely to increase the communication elevation of a large number of second hop links. The expressions (7e) and (7g) represent the non-negative requirements for resource allocation. Expression (7f) represents the total bandwidth limit. Expression (7h) means that the total available transmit power for the second hop link should not exceed the maximum transmit power (  P  m a x   ) of the UAV’s relay. Expression (7i) reflects the fairness of the two-hop communication system. All users’ lives are equal, and they should receive the same communication services. Expression (7j) is the causal constraint of information. The speed and content of the second hop link should not be greater than those of the first hop.




3. Algorithm Design


We need to transform the equality constraints in problem (7) into inequality constraints. Then, we decompose the transformed problem into two sub-problems: location optimization and resource optimization. Resource optimization includes bandwidth and power optimization. Finally, we propose a joint optimization algorithm to jointly optimize the two sub-problems.



3.1. Problem Reformulation


In order to further process the information causality constraint (7j), we add a controllable relaxation variable  Γ  to the original problem. After equivalent deformation, the original problem (7) is rewritten as:


         max   B  2 i   ,  B 1  ,  P i  ,  x R  ,  y R  ,  z R  , Γ   Γ     



(8a)






     s . t .        ( 7 b ) ,  ( 7 c ) ,  ( 7 d ) ,  ( 7 e ) ,  ( 7 f ) ,  ( 7 g ) ,  ( 7 h ) ,  ( 7 i ) ,     



(8b)






        Γ ≤   ∑  i = 1  n    T  2 i   ,     



(8c)






        Γ ≤  T 1  .     



(8d)




In order to further calculate the user fairness constraint (7i), we add a new definition,   Ω = min {  T  2 i   ,  T j  , … ,  T n  }  , and problem (8) is equivalently transformed and a new representation is obtained:


         max   B  2 i   ,  B 1  ,  P i  ,  x R  ,  y R  ,  z R  , Γ , Ω   Γ     



(9a)






     s . t .        ( 7 b ) ,  ( 7 c ) ,  ( 7 d ) ,  ( 7 e ) ,  ( 7 f ) ,  ( 7 g ) ,  ( 7 h ) ,  ( 8 d ) ,     



(9b)






        Γ ≤ n Ω ,     



(9c)






        Ω ≤  T  2 i   , ∀ i .     



(9d)








3.2. Location Sub-Problem


In this section, the resource allocation is fixed, and the problem (9) is simplified into the location optimization sub-problem:


         max   x R  ,  y R  ,  z R  , Γ , Ω   Γ     



(10a)






     s . t .        ( 7 b ) ,  ( 7 c ) ,  ( 7 d ) ,  ( 8 d ) ,  ( 9 c ) ,  ( 9 d ) .     



(10b)




Although the resource is fixed at this time, (10) is still a non-convex problem. This is due to the complexity of the fading model. In short, (8d) and (9d) in the constraint conditions make (10) unable to obtain a feasible region with concave or convex properties. Next, we need to convert the non-convex feasible region into a convex feasible region. In this process, we need to use the CVX toolkit in MATLB [24].



To solve this problem, we introduce the relaxation variable   Q 1   (the same form of relaxation variable   Q k   as in the following of the paper, where k represents the index of the relaxation variable) and make an equivalent transformation of (8d):


     Γ ≤  B 1   log 2   ( 1 +    P S   Q 1     B 1   N 0    )  ,     



(11)






     ln  Q 1  +   ln 10  10  P L ≤ 0 .     



(12)







To further simplify constraint (12), it is once again transformed as follows:


     ln  Q 1  + 2 ln  (  d  S , R   )  +   A ln 10   10  Q 2    +   B ln 10  10  ≤ 0 ,     



(13)






      Q 2  ≥ 1 +  a 0  exp  [  Q 3  ]  ,     



(14)






      Q 3  ≥ −  b 0   (  180 π   tan  − 1    (  1  Q 4   )  −  a 0  )  ,     



(15)






     ln  Q 4  + ln  (  z R  −  z S  )  ≥ ln  d H  .     



(16)







We find that constraints (13), (15) and (16) are non-convex, but they can be handled efficiently by using the SCA method [25]. Regarding   ln  Q 1    of constraint (13), its convex upper bound can be obtained using a first-order Taylor expansion:


     ln  Q 1  ≤ ln  Q 1 l  +    Q 1  −  Q 1 l    Q 1 l   =  f   Q 1    u p   .     



(17)




Similarly, the convex upper bound of   ln (  d  S , R   )   can be written as follows:


     ln  d  S , R   ≤ ln  d  S , R  l  +    d  S , R   −  d  S , R  l    d  S , R  l   =  f   x R  ,  y R  ,  z R    u p   ,     



(18)




where    d  S , R  l  =     (  x S  −  x R l  )  2  +   (  y S  −  y R l  )  2  +   (  z S  −  z R l  )  2     . The convex upper bound of   ln (  d H  )   (represented by   f   x R  ,  y R    u p   ) in constraint (16) has the same form as   ln  d  S , R    , and thus is omitted. Moreover, since   A ≤ 0  , the convex upper bound of   A  Q 2    can be written as follows:


      A  Q 2   ≤  A  Q 2 l   −   A (  Q 2  −  Q 2 l  )    (  Q 2 l  )  2   =  f   Q 2    u p   .     



(19)




For constraint (15), the concave lower bound of    tan  − 1    (  1  Q 4   )    can be calculated as follows:


      tan  − 1    (  1  Q 4   )  ≥  tan  − 1    (  1  Q 4 l   )  −    Q 4  −  Q 4 l    1 +   (  Q 4 l  )  2    =  f   Q 4    l o w   .     



(20)







We make an equivalent transformation of (9d):


     Ω ≤  B  2 i    log 2   ( 1 +    P  2 i    Ξ i     B  2 i    N 0    )  , ∀ i ,     



(21)






     ln  Ξ i  +   ln 10  10   ( P  L  F i   +  β 1  +  β 2    ( 1 −  ω i  )  2  + P  L  I i   )  ≤ 0 , ∀ i ,     



(22)






     ln  ω i  + ln  d  R ,  D i    ≤ ln  (  x R  −  x B  )  , ∀ i .     



(23)




It is easy to observe that the convex upper bound for   ln  Ξ i    (represented by   f  ln  Ξ i    u p p e r   ),   P  L  F i     (represented by   f  P  L  F i     u p p e r   ),   ln  ω i    (represented by   f  ln  ω i    u p p e r   ) and   ln  d  R ,  D i      (represented by   f  ln  d  R ,  D i      u p p e r   ) has a similar form as that used in (17); thus, it is also omitted.



By using the above relaxation constraints and boundaries, we only need to use CVX to solve problem (24), and problem (10) will be solved.   


         max   x R  ,  y R  ,  z R  , Γ , Ω ,  Ξ i  ,  ω i  ,  Q 1  ,  Q 2  ,  Q 3  ,  Q 4    Γ     



(24a)






     s . t .        ( 7 b ) ,  ( 7 c ) ,  ( 7 d ) ,  ( 9 c ) ,  ( 11 ) ,  ( 14 ) ,  ( 21 )     



(24b)






         f   Q 1    u p   + 2  f   x R  ,  y R  ,  z R    u p   +   ln 10  10   f   Q 2    u p   +   B ln 10  10  ≤ 0 ,     



(24c)






         Q 3  ≥ −  b 0   (  180 π   f   Q 4    l o w   −  a 0  )  ,     



(24d)






        ln  Q 4  + ln  (  z R  −  z S  )  ≥  f   x R  ,  y R    u p   ,     



(24e)






         f  ln  Ξ i    u p p e r   +   ln 10  10   (  f  P  L  F i     u p p e r   +  β 1  +  β 2    ( 1 −  ω i  )  2  + P  L  I i   )  ≤ 0 , ∀ i ,     



(24f)






         f  ln  ω i    u p p e r   +  f  ln  d  R ,  D i      u p p e r   ≤ ln  (  x R  −  x B  )  , ∀ i .     



(24g)








3.3. Resource Allocation Sub-Problem


In this section, the UAV’s location is fixed, and problem (9) is simplified to a resource allocation sub-problem:


         max   B  2 i   ,  B 1  ,  P i  , Γ , Ω   Γ     



(25a)






     s . t .        ( 7 e ) ,  ( 7 f ) ,  ( 7 g ) ,  ( 7 h ) ,  ( 8 d ) ,  ( 9 c ) ,  ( 9 d ) .     



(25b)







Constraint (9d) is non-convex, which leads to the non-convex problem (25). Moreover, constraint (8d) is convex, but it has a complicated form, which means that the CVX cannot be applied to handle it.



To efficiently solve the above problem, constraint (8d) is transformed as follows:


     ln Γ ≤ ln  B 1  + ln  Q 5  ,     



(26)






      Q 5  ≤  log 2   (  P S   10  −   P L  10    +  B 1   N 0  )  −  log 2   (  B 1   N 0  )  .     



(27)




Furthermore, constraint (9d) is transformed as:


     ln Γ ≤ ln  B  2 i   + ln  Q  6 i   , ∀ i ,     



(28)






      Q  6 i   ≤  log 2   ( 1 +  Q  7 i    10  −   P  L i   10    )  , ∀ i ,     



(29)






     ln  Q  7 i   ≤ ln  P i  − ln  (  B i   N 0  )  , ∀ i .     



(30)




In the above non-convex constraints (26), (27), (28) and (30), the slack bound also has the same form as that used in (17). For brevity, we only denote the convex upper bounds of   ln Γ  ,    log 2   (  B 1   N 0  )   ,   ln  Q  7 i     and   ln (  B i   N 0  )   as   f  ln Γ   u p p e r   ,   f   log 2   (  B 1   N 0  )    u p p e r   ,   f  ln  Q  7 i     u p p e r    and   f  ln (  B i   N 0  )   u p p e r   , respectively.



Consequently, the (l)-th iteration of the SCA for problem (25) is changed to solve the following standard convex problem using CVX:


         max   B  2 i   ,  B 1  ,  P i  , Γ , Ω   Γ     



(31a)






     s . t .        ( 7 e ) ,  ( 7 f ) ,  ( 7 g ) ,  ( 7 h ) ,  ( 9 c ) ,  ( 29 )     



(31b)






         f  ln Γ   u p p e r   ≤ ln  B 1  + ln  Q 5  ,     



(31c)






         Q 5  ≤  log 2   (  P S   10  −   P L  10    +  B 1   N 0  )  −  f   log 2   (  B 1   N 0  )    u p p e r       



(31d)






         f  ln Γ   u p p e r   ≤ ln  B  2 i   + ln  Q  6 i   , ∀ i ,     



(31e)






         f  ln  Q  7 i     u p p e r   ≤ ln  P i  −  f  ln (  B i   N 0  )   u p p e r   , ∀ i .     



(31f)








3.4. JLRO Algorithm


In this section, we provide our proposed joint optimization algorithm, as shown in the JLRO algorithm. Algorithm 1 will iterate several times for the location sub-problem and the resource allocation sub-problem until it converges.



In step 1 of the JLRO algorithm, set   l = 0   means that at the beginning of the SCA, the input used to obtain the bounded constraints needs to be initialized. In step 8 of the JLRO algorithm, the convergence condition adopts the following principle:


        Γ  l + 1   −  Γ l    Γ l   ≤ δ .     



(32)




where  δ  represents the convergence threshold, which can be set as needed. The total complexity of the JLRO algorithm is in the order of   O (  N  v a r    N  c o n   )  , where   N  c o n    is the iteration number for convergence. The following simulation results will further prove that our algorithm has good convergence.






	Algorithm 1: JLRO



	1. Set   l = 0  . Initialize    var  24  0   = {   x  R  0  ,  y  R  0  ,  z  R  0  ,  Q 1 0  ,  Q 2 0  ,  Q 4 0  ,  Ξ  i  0  ,     ω  i  0  } and    var  31  0   = {   Γ 0  ,  B 1 0  ,      Q  7 i  0  ,  B i 0   }   ;

2. Repeat

3.      Solve problem (24) with given   P i  ,   B  2 i   ,   B 1   and   var  24  l  , and obtain the solution   var  24   l + 1   ;

4.      Solve problem (31) with given   x  R   l + 1   ,   y  R   l + 1   ,   z  R   l + 1    and   var  31  l  , and obtain the solution   var  31   l + 1   ;

5. Update   l = l + 1  ;

6. Until

7. Reach convergence condition.










4. Simulation Results


We provide the parameters that may be used in the simulation experiment. Unless otherwise stated, the parameters in Table 1 and Table 2 are used. Table 3 shows the propagation parameters in different environments. The simulation in this article was conducted in the environment of Dense City. The coordinate information for 10 indoor users is shown in Table 4. These coordinates are the same as those in document [1]. These coordinates have no particularity. The handheld terminal is 1.5 m above the ground.



Figure 2 shows the convergence of the proposed JLRO algorithm. The markers “40In”, “30In”, “20In”, “10In” and “5In” indicate that the number of indoor users is 40, 30, 20, 10 and 5, respectively. The marker “5In” uses the five user coordinates in the first row of Table 4; “10In” uses the ten user coordinates in Table 4. There are 10 user coordinates in “20In”, “30In” and “40In”, as seen in Table 4, and the rest are randomly generated user coordinates. All user coordinates have no particularity. As can be seen from Figure 2, the proposed algorithm can achieve convergence within six iterations. When the throughput reaches a steady state, the algorithm converges. Based on the premise that there is a certain total bandwidth and total transmission power, the total throughput of the system increases gradually with the increase in users. However, the increase reduces over time. When the number of users increases to a certain threshold, the total throughput tends towards stability. When the number of users increases from 30 to 40, the throughput increase is small, or even considered not to increase. This is directly related to the influence of bandwidth on noise power.



Figure 3 shows the user deployment and time-sharing deployment of the UAV. Figure 3a shows the user coordinates in Table 4, which are represented by “  D 1 ∼ D 10  ”. R indicates the deployment location of the UAV when the users are distributed. The deployment coordinates of the UAV are   ( 48.6 , 23.2 , 55.8 )  . Users have profit-driven mobility. Therefore, the UAV needs to update its deployment location according to the user’s movements in real time. Figure 3b shows the deployment location of the UAV when it moves with the user. Each second, the user will report the current location information to the UAV, and the UAV will move in response. “  t 1 ∼ t 10  ” indicates the location of the UAV every second. The location at time   t 1   is the same as that of R in Figure 3a. Of course, what we perform is location deployment, not trajectory optimization. The proposed algorithm can only provide the final deployment location of the UAV, and the moving trajectory is not our research focus. If the deployment interval is regarded as infinitesimal, it will be trajectory optimization, but the current computing power of UAVs cannot meet this.



Figure 4 shows the fairness of the second hop link. The number of indoor users used in this simulation result is 10, and the user coordinates are from Table 4. The blue column represents the JLRO algorithm, and the red column represents the algorithm without considering fairness. The results show that the JLRO algorithm can ensure the fairness of users. The throughput of each user is   9.22 ×  10 5    bit/s. The non-public balance law cannot guarantee the fairness of public households. Among them, the throughput of several channels is particularly high, while the throughput of the remaining channels can only meet the most basic communication requirements. The most basic communication requirement we set is   4 ×  10 5    bit/s. Especially for the second channel, the throughput is particularly high. This is because the loss of the channel is the smallest. The system allocates more bandwidth and power to it, which can bring higher system benefits. However, with the increase in power and bandwidth, this benefit will become increasingly smaller. When the revenue of the seventh channel is higher than that of the second channel, the system will fairly allocate the remaining bandwidth to the seventh channel. This is also the reason for the high throughput of the seventh channel. This continues until all resources are used by the system. The results also show that the sum of throughput of the red column is greater than that of the blue column. This means that the system’s fairness comes at the cost of losing part of the throughput.



Figure 5 shows that the bandwidth allocation changes with the increase in   B  m a x   . The results show that the allocated bandwidth of the first hop link is significantly higher than that of the second hop link. This is because the transmission distance of the first hop link is much higher than that of the second hop link. Although the loss of signal passing through the wall is great, the loss caused by long distances is even greater. With the growth of   B  m a x   , the bandwidth of each hop link increases, but not linearly because there is a convolution between bandwidth and power. When   B  m a x    becomes bigger and bigger, the bandwidth required for the first hop link increases faster. We note that the bandwidth allocation of   D 2   is minimal. This is consistent with the conclusion that the throughput of the second channel is the largest when fairness is not considered, as shown in Figure 4, because the loss of the second channel is the smallest.



Figure 6 shows that the power distribution changes with an increase in   P  m a x   . Obviously, with the increase in P, the transmission power of each link increases. However, the increasing trend is not linear because there is a convolutional relationship between power and bandwidth. This is consistent with the conclusion shown in Figure 5. Further observation shows that the transmission power required by   D 2   is the lowest. This is similar to the bandwidth requirements of   D 2   in Figure 4. The reason is that the path loss of   D 2   is small, and the demand for bandwidth and power is small.



Figure 7 shows the relationship between UAV deployment coordinates and   x D  . With the increase in   x D  ,   x U   increases gradually, but the increase range is not large and decreases over time. The increase in   x U   is due to the increase in the total transmission distance. The reason for the small increase is that the indoor propagation loss increases too much, which will seriously reduce the throughput of the second hop link and then affect the system throughput. The increase in   x D   has little effect on   y U   and   z U  , which can almost be ignored because the most important factor affecting   y U   and   z U   is the coordinates of indoor users.



Figure 8 shows the effect of   x D   on power, bandwidth and throughput. Figure 8a shows the effect of   x D   on bandwidth allocation. With the growth of   x D  , the bandwidth resources of the first hop link gradually increase. The increased bandwidth resources are mainly used to make up for the increased loss caused by distance. The bandwidth resources of the second hop link are gradually reduced. Figure 8b shows the effect of   x D   on power distribution. We find that the effect of   x D   on power allocation is very small and almost negligible. This is because the power allocation only exists in the second hop link, independent of the distance of the first hop link. Moreover, as can be seen from Figure 7, although   x D   has an impact on the linear distance of the second hop link, it is a small impact. As shown in Figure 8c, the throughput of reasoning will decrease, which is consistent with the above two phenomena.



Figure 9 presents a comparison between our proposed algorithm and two benchmark algorithms based on random locations. Figure 9a shows the comparison between the JLRO algorithm and the benchmark of the bandwidth allocated at a fixed total power and random location of the UAV (labeled ’BA benchmark’), which fixed   P  m a x    = 1W; the total bandwidth   B  m a x    increases and the throughput increases gradually. However, as the total bandwidth increases, the increase in throughput diminishes. This is because, in Formulas (3) and (6) of the Shannon formula, an increase in B leads to an increase in noise power. A random location means that the deployment location of the UAV is random, but the power and bandwidth allocations are still optimized according to the JLRO algorithm. At   B  m a x    = 4.5 Mhz, the random deployment location of the UAV is very close to the location computed by JLRO, so the throughput coordinates of the two points are very close. Similarly, Figure 9b depicts the comparison between the JLRO algorithm and the benchmark of power optimized at a fixed total bandwidth and random location of the UAV (labeled ‘PO benchmark’), with the fixed bandwidth   B  m a x    = 1 Mhz.




5. Conclusions


In this paper, a UAV is used as an air relay to build a two-hop relay link between indoor users and ground base stations. This paper constructed a two-hop downlink throughput maximization problem based on the UAV’s location and resource allocation while ensuring user fairness. We quantify this problem as a mathematical problem; however, it is non-convex. In order to effectively solve the non-convex problem, we first transformed it into a convex problem and proposed the JLRO algorithm to jointly optimize location optimization and resource allocation. We also analyzed the impact of user location information and bandwidth and power changes on the UAV’s location and system throughput. The simulation results show that the JLRO algorithm can ensure that the system will have maximum throughput and good convergence performance under the premise of user fairness. The simulation results also indicate that our proposed algorithm outperforms the benchmarks.
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Figure 1. A UAV establishes a two-hop relay communication system for indoor users. (a) a UAV establishes a two-hop relay link between indoor users and ground base stations to transmit base station information to users by acting as an air relay; (b) a master transmission path plan when a base station transmits information to indoor users. 






Figure 1. A UAV establishes a two-hop relay communication system for indoor users. (a) a UAV establishes a two-hop relay link between indoor users and ground base stations to transmit base station information to users by acting as an air relay; (b) a master transmission path plan when a base station transmits information to indoor users.
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Figure 2. Convergence of JLRO algorithm with different numbers of users. 
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Figure 3. User deployment and UAV time-sharing deployment. (a) user coordinates in Table 4; (b) the deployment location of the UAV when it moves with the user. 
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Figure 4. Fairness of the second hop link. 
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Figure 5. System bandwidth allocation. 
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Figure 6. System power allocation. 






Figure 6. System power allocation.



[image: Drones 07 00460 g006]







[image: Drones 07 00460 g007 550] 





Figure 7. Relationship between UAV deployment coordinates and   x D  . 
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Figure 8. Impact of   x D   on power, bandwidth and throughput. (a) the effect of   x D   on bandwidth allocation; (b) the effect of   x D   on power distribution; (c) the throughput of reasoning. 
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Figure 9. Performance comparison between the proposed JLRO algorithm and benchmark algorithms. (a) the comparison between the JLRO algorithm and the benchmark of the bandwidth allocated at a fixed total power and random location of the UAV; (b) the comparison between the JLRO algorithm and the benchmark of power optimized at a fixed total bandwidth and random location of the UAV. 
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Table 1. Notations and definitions.
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	Notation
	Definition





	   S (  x S  ,  y S  ,  z S  )   
	The coordinates of the signal transmitter



	   R (  x R  ,  y R  ,  z R  )   
	The coordinates of the UAV relay



	    D i   (  x i  ,  y i  ,  z i  )    
	The coordinates of the i-th indoor user



	  d  S , R   ,
	The linear distance between the BS and the UAV



	   d  R ,  D i     
	The linear distance between the UAV and the exterior wall of the building



	   d i   
	The indoor transmission distance of the i-th indoor user



	  θ  
	The elevation angle of signal passing through the wall



	  x B  ,   y B  ,   z B  
	The length, width and height of building (B)



	   T  2 i    
	The transmission speed of the i-th user in the second hop link



	   P  2 i    
	The power allocated by the UAV to the i-th user



	   B  2 i    
	The bandwidth allocated by the UAV to the i-th user



	   N 0   
	The noise power spectral density



	   P  L o S    
	The LOS probability



	  a 0  ,   b 0  
	The environment-related constants



	   η  L o S    
	The supplementary path loss for the LOS channel



	   η  N L o S    
	The supplementary path loss for the NLOS channel



	   T 1   
	The transmission speed of the first hop link



	   P L   
	The first hop path loss



	   P S   
	The transmit power of the ground base station



	   B 1   
	The available bandwidth for the first hop link



	   P  L  2 i     
	The second hop path loss of the i-th user



	   P  L  F i     
	The outdoor transmission loss of the i-th user in the second hop link



	   P  L  B i     
	The wall transmission loss of the i-th user in the second hop link



	   P  L  I i     
	The indoor transmission loss of the i-th user in the second hop link



	c
	The speed of light



	f
	The carrier frequency used for the signal



	  β 1  ,   β 2  ,   β 3  
	ITU standard data



	   P  m a x    
	The maximum transmit power of the UAV relay



	   B  m a x    
	The maximum bandwidth of the system
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Table 2. Simulation parameters.
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	Length, width and height of building
	20 m, 50 m, 100 m



	Coordinate of the ground BS
	   ( 1000 , 25 , 30 )   



	Carrier frequency: f
	1 GHz



	Noise power spectral density:   N 0  
	−174 dbm/Hz



	Maximum total system bandwidth:   B max  
	1 MHz



	Maximum total system transmission power:   P max  
	1 w



	Transmission power of the BS:   P 1  
	0.5 w



	Convergence error:  δ 
	   10  − 3    
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Table 3. Propagation parameters in different environments.
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	Different Environments
	     a 0  ,  b 0  ,  η  L o S   ,  η  N L o S      





	Suburb
	   ( 4.88 , 0.43 , 0.1 , 21 )   



	City
	   ( 9.61 , 0.16 , 1 , 20 )   



	Dense city
	   ( 12.08 , 0.11 , 1.6 , 23 )   



	High-rise building city
	   ( 27.23 , 0.08 , 2.3 , 34 )   
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Table 4. The coordinates of indoor users.
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	   S 1   
	   S 2   
	   S 3   
	   S 4   
	   S 5   



	   ( 12 , 21 , 91.5 )   
	   ( 8 , 35 , 43.5 )   
	   ( 1 , 48 , 76.5 )   
	   ( 17 , 42 , 55.5 )   
	   ( 8 , 38 , 25.5 )   



	   S 6   
	   S 7   
	   S 8   
	   S 9   
	   S 10   



	   ( 9 , 5 , 82.5 )   
	   ( 5 , 9 , 16.5 )   
	   ( 17 , 15 , 4.5 )   
	   ( 12 , 25 , 31.5 )   
	   ( 14 , 17 , 67.5 )   
















	
	
Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or products referred to in the content.











© 2023 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https://creativecommons.org/licenses/by/4.0/).






media/file13.jpg
Coordinate (m)

60

55M
50.
[—m—
45 |——vy
_——
40
35
30
25
1000 1500 2000 2500 3000 3500 4000 4500

xp (M)

5000





media/file4.png
Throughput (bit/s)

4 5 6 7 8 9 10
Number of iterations





nav.xhtml


  drones-07-00460


  
    		
      drones-07-00460
    


  




  





media/file18.png
Throughput (bit/s)

%107

—#—JLRO
—&—BA benchmark

25 3
Bmax (MHz)

(@)

3.5

4.5

Throughput (bit/s)

:<:107

—#—JLRO
| —&— PO benchmark

3._

N
o

%]

-h
5]

4.5






media/file16.png
bandwidth allocation (HZ)

o

w

F=N

w

1
!

x10°

T T T T

-0
-e-

G--—-6---4
-9-R

T
P e

I o — - D1

o7 —8--D2
T ~4%--03
— - D4
-~ - D5
~ - D6
-7
—%—-D8
—#--D9

illiﬂiniﬂuiu*u:*:s.ﬂ.::ﬁ=--*lnq}

0
10

00 1500 2000 2500 3000 3500 4000 4500 5000

o ()

(a)

014 T T T T T T
—*%—-D1
s Aal St SL M
0.13 (————x————a-(————x————x————u————-x——_e_ D3 [1
—+—-D4
o.2¢-—-——6-—-——9-——-0 -G -——-66-———9-——|- - D5 H
—£--D6
B0 ko —— k- — - ———————— DI 4
= - — - —— - ——f% - ——%——|— x—-D§ ¥
c F------#H---4+---GF---B-—=-48H-- i
g . —#=-D9 ||
g 01 D10
e,
C_U0_09e————x-———e-(————x————x————*———-x————x————,
o}
2
8_0.08*‘-———-*-———*———-*————*————*———-*———-JF———:F
ol il Sl Sl el Sl Sl S o
0.07 | 7
0.06 [ 7
0.05% =) - - - £ - —H— d]
1000 1500 2000 2500 3000 3500 4000 4500 5000

o ()

(b)

9.4 T T .

9.27

oo L e
~ > o

Throughput (bit/s)

oo
]

7.8

7.6 L 1 Il
1000 1500 2000 2500

3000
D

(c)

X (M)

3500 4000 4500 5000





media/file2.png





media/file5.jpg
)






media/file3.jpg
Throughput (bit/s)

4 5 6 7 8 9 10
Number of iterations





media/file1.jpg
M

®

@





media/file7.jpg
x108

[ JLRO algorithm
infaimess algorithm

N
v.n

~

‘Throughput of the second-hop link (bit/s)
5 o

1 2 3 4 5 B 7 8 9 10
Destination node label






media/file10.png
lﬂvxzﬂ.m».ﬂ ﬁﬂ T T T 55
N\ //// //// m
N //// é.// X
N LR \
Y W
N 3\ A\ Te)
B 19
////// o
N\ W A}
W W
MO
\ \
- < e Ak 1
///.,C Wl
W
ALY
wh \
- & K 1o
RS
RSN <
RE RS N
NN L
L 3 .ﬂE/ 4 ™ nv.m
N
NN E
W m
AN
L o 19
\ A\ N
R
RN
A
L 4 ™
S
RN
,é:/
123456789m wh wn
[l aaNaaNalalalala oy 1<
- aea0a000arc W
w | N
ol¥ P F LY x F ¥ N
Sl -\
X | 13 -—
0 o~ 0 - T} o
od — (=]
|
(zH) uoneoo|e uipmpueq ‘a
Q T T T T T <—\ 0 o
\ 4 =
N\ L x
\ n
BN 4 e
<
// m
/ v
mn
L Nﬂ < T
N L] _
// _ ,-
\ ]
: s sk
\ ]
\ u N
\ _ | I
i & #-3 <
\ ©
, g
\ _ 1 @
\ _ 1 ﬁ
A 1
L G/ _ 4+ Joy
N 1
N -s
5 \ |
- N ST WNDOD — p “5
rooooQoooQooo @ _‘1.
ol v N / \
=] N L B \
st | P W -
™ o) o~ o) - w \'o
o — (=]

(zZH) uoneoojje yipmpueq





media/file12.png
WAL Wy
A Wy
AR Wy
- 3 e
WRANY
WA
AW A
AV AN
B &% Xk N
ANA SRR
W\ MW
W\ W \
N\ \
AR
YN W \
WA
NR RS
B XSE) Ik i
O AN T
AR SAN
A W N
/////
- RUR
///, ///
(R
- K% i
\
NN
OSSR
o AN ARARY
(N O T WO OMN~ND0 OO — wA
e TR
XDSE U0 X k¥ BN
\
ASSSSNNNN
[ I 11 _ _ | v
55.545352.5::
o o o o o

(m) uoneoo|e Jemod

4.5

3.5

2.5

1.5

Pmax (w)





media/file9.jpg





media/file0.png





media/file14.png
60

We
55% ]
50+ : : : : -- + -+ .
S
E,’ 45 |—o—Vy .
s ==
2
o 40 r .
(o]
o
35 .
30 .
D O VAN PaN VAN O VAN VAN VN
N v v 4 N4 N\ v N4 A4
25 1 1 1 1 1 1 1
1000 1500 2000 2500 3000 3500 4000 4500 5000

x5 (M)





media/file8.png
Throughput of the second-hop link (bit/s)

N
3

N

-
[&)]

_

o
3

=

JLRO algorithm

Unfairness algorithm

4 5 6 7
Destination node label






media/file11.jpg
2 292
58838 885
bbbl L] Wty
TR O RE XY Y
1A G KE kL [N
g © 2 ¥ @ © & o e
3 ° 8
o e © 8 ® 4 ° § 9

(m) uonesojje samod

Pmax ()





media/file6.png
z(m)

100

80 + D1
D3
60 D6
-D4 -D10 %R
40 4
D2
20 -D5 D9

60

y (m) x (m)

10
50

+8

*t9

*t6

*t5

#10

7

30
y (m)

*t3

*t1





media/file15.jpg





media/file17.jpg
o

@

Pt

®






