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Abstract: The use of UAVs for monitoring and inspection in the construction industry has garnered
considerable attention in recent years due to their potential to enhance safety, efficiency, and accuracy.
The development and application of various types of drones and sensors in the construction industry
have opened up new data collection and analysis possibilities. This paper provides a thorough
examination of the latest developments in the use of UAVs for monitoring and inspection in the
construction industry, including a review of the current state of UAVs and an exploration of the
types of drones and sensors applied and their applications. It also highlights the technological
advancements in this field. However, as with any new technology, there are challenges and limitations
that need to be addressed, such as regulatory and legal concerns, technical limitations, data processing
challenges, training and expertise, and safety. Finally, we offer insights into potential solutions to these
challenges, such as innovative sensors and imaging technologies, integration with other construction
technologies, and the use of machine learning and AI for data analysis, which are some of the potential
areas for future investigation, and highlight the prospects for drone-based construction inspection.

Keywords: UAV-based inspection; construction future directions; remote sensing; structural health
monitoring; UAV technology

1. Introduction

The construction industry plays a vital role in the global economy, with over USD 10
trillion spent on construction-related tasks annually, and is projected to be worth USD 15
trillion by 2030 [1]. As the industry grows, construction sites and tasks become increas-
ingly complex and diverse, necessitating the introduction of automation and intelligent
technologies to enhance operational efficiency, reduce project costs, and ensure the safety
of construction workers and infrastructure. Unmanned aerial vehicles (UAVs), also known
as drones, are one of the most promising and widely adopted technologies improve con-
struction and infrastructure sustainability [2].

UAVs are aircrafts that can be operated remotely without a human pilot onboard
and can be equipped with various sensors and cameras to capture high-resolution im-
ages and videos from different angles, providing valuable insights into construction sites.
UAVs possess many natural advantages, including accessibility, high efficiency, and cost-
effectiveness, which make them ideal tools for construction site monitoring and inspection.
They can access hard-to-reach areas and provide close-up inspections that are difficult
or impossible to obtain with traditional inspection methods. UAVs can cover large areas
quickly and accurately, allowing for real-time monitoring and data collection, making it
easier for construction managers to make informed decisions and adjust plans accordingly.

Despite the potential benefits of using UAVs in construction, there are still some
challenges and limitations that need to be addressed, including regulatory and legal issues,
technical limitations, data processing challenges, training and expertise, and safety concerns.
To overcome these issues, a collaborative effort between industry stakeholders, regulatory
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agencies, and academic researchers is required. We have noted that while there are several
reviews on the use of UAVs in the construction industry, most of them focus on specific
aspects of the technology or particular applications. There is a need for a comprehensive
review that covers the latest developments and technological advancements in the use
of UAVs in construction site monitoring and inspection. This paper aims to fill this gap
in the literature by providing a thorough examination of the current state of UAVs in
the construction industry and identifying the key challenges and limitations that need to
be addressed.

This paper is structured as follows. Section 2 reviews in detail about the types of
UAVs and sensors used in the construction industry, including a comparative analysis
of the various classes. Section 3 presents a review of the technologies related to UAVs in
the construction industry. Section 4 discusses the related limitations and challenges of
using UAVs in construction. Section 5 presents some potential areas and future directional
insights into the field of construction inspection with drone technology. Finally, Section 6
summarizes the main contributions of this paper and highlights potential avenues for
future research. By following this structure, this paper aims to comprehensively analyze
the latest developments in the UAV-based construction industry and highlight the techno-
logical advancements associated with them. The paper identifies the key challenges and
limitations that must be carefully considered to maximize the benefits of this technology,
explores potential areas for future investigation, and provides valuable insights and recom-
mendations for industry stakeholders, regulatory agencies, and academic researchers in
the field of construction inspection using UAV technology, with the conceptual framework
shown in Figure 1. By addressing these challenges and maximizing on opportunities,
the construction industry can benefit from the advantages of UAV technology in improv-
ing safety, efficiency, and accuracy, creating a safer, more sustainable, and more efficient
construction industry.
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2. UAV Planning in the Construction Industry

The planning of UAV missions for construction site supervision is crucial for the
success and effectiveness of UAV-based technology. Determining the appropriate type
and number of UAVs, as well as the type and number of sensors to be employed, is
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necessary to meet the project’s data collection goals and requirements. Additionally, the
flight altitude and orientation should be carefully considered to optimize data collection
and minimize potential collisions with objects or individuals on the construction site. The
location and timing of flights should also be strategically planned to accurately represent
the construction site’s current state and meet the project’s needs.

2.1. Types of UAVs Used in the Construction Industry

The use of UAVs in the construction industry has been a growing trend in recent
years. In construction, the use of UAVs has increased by nearly 240%, higher than any
other commercial sector [3]. UAVs provide such aerial advantages and capabilities as
they are effective in data collection and task execution, providing valuable assistance in
addressing construction activities. There are several types of UAVs that are commonly used
in construction, including fixed-wing UAVs, rotary-wing UAVs, and hybrid UAVs [4].

2.1.1. Fixed-Wing UAVs

Fixed-wing UAVs, shown in Figure 2, are designed to fly like an airplane, with wings
that provide lift and a tail section for stability and control. These UAVs are typically larger
and more complex than their rotary-wing counterparts, and they require a runway or other
smooth, flat surfaces for takeoff and landing [5]. One of the main advantages of fixed-wing
UAVs is their long range and endurance. These UAVs can fly for extended periods of time,
making them well suited for large-scale mapping and data collection tasks. They are also
typically faster than rotary-wing UAVs, which can benefit certain applications.
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However, fixed-wing UAVs also have some disadvantages regarding construction
applications. They are not as agile or versatile as rotary-wing UAVs, making them more
difficult to use in tight or confined spaces. They also require more specialized training and
equipment for operation, which can be a barrier for some users [6]. Overall, fixed-wing
UAVs can be a valuable tool for construction site supervision and data collection, particu-
larly for large-scale projects. However, their specific advantages and disadvantages should
be carefully considered in relation to the project’s needs and the UAV system’s capabilities.

2.1.2. Multi-Rotor UAVs

Multi-rotor UAVs, also known as quadrotors or quadcopters, are rotary-wing UAVs.
Their use of multiple rotors, typically four, characterizes these UAVs, as shown in Figure 3a,
to lift and propel the aircraft. Multi-rotor UAVs can be classified into different categories
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based on the number of rotors they use, such as hexacopters (six rotors) as in Figure 3b or
octocopters (eight rotors) as in Figure 3c. They can also be classified based on their size
and payload capacity, with larger and more powerful multi-rotor UAVs capable of carrying
heavier payloads, such as high-resolution cameras or specialized sensors [7]. Regarding
range and speed, multi-rotor UAVs are typically limited compared to fixed-wing UAVs.
Their range is typically limited to a few kilometers, and their top speed is usually around
60 km/h. However, they are highly agile and can hover in place, making them well suited
for tasks requiring precise positioning or close inspection [8].
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One of the main advantages of multi-rotor UAVs in the construction industry is their
ability to operate in confined or urban environments where larger aircrafts may not be able
to fly. They can also be easily deployed and operated by a single person, making them a
cost-effective solution for construction site supervision [9]. However, they are typically less
efficient and have shorter flight times than fixed-wing UAVs, and their payload capacity is
usually limited.

2.1.3. Hybrid UAVs

Hybrid UAVs, also known as hybrid aircraft, are UAVs that combine features of
fixed-wing and rotary-wing aircraft. These UAVs combine the long-range and high-speed
capabilities of fixed-wing aircrafts with the vertical takeoff and landing (VTOL) capabilities
of rotary-wing aircrafts [10]. Two hybrid UAVs exist, including the tilt-rotor aircraft [11]
and the tilt-wing aircraft [12]. Tilt-rotor aircrafts, also known as transition aircrafts [13] as
in Figure 4a, have rotors that can tilt between a vertical and horizontal position, allowing
them to take off and land vertically like a helicopter or fly horizontally like an airplane.
Tilt-wing aircrafts have wings that can tilt between a vertical and horizontal position as
in Figure 4b, providing the ability to flip, etc. This unique feature enables hybrid UAVs
to perform a wide range of missions requiring helicopter-like hovering and fixed-wing
aircraft-like high-speed cruising.
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One of the main advantages of hybrid UAVs is their versatility. They can operate in
various environments and perform a wide range of tasks, including surveillance, mapping,
inspection, and delivery. They can also cover long distances quickly, making them ideal
for use in remote or inaccessible areas. Additionally, hybrid UAVs can often carry a larger
payload than traditional rotary-wing or fixed-wing UAVs, allowing them to carry a variety
of sensors and other equipment. There are also a few disadvantages to consider when
using hybrid UAVs in construction. One of the main drawbacks is their cost, as these UAVs
tend to be more expensive than traditional fixed-wing or rotary-wing UAVs. Additionally,
hybrid UAVs may require more maintenance and are generally more complex to operate,
requiring specialized training and expertise. Finally, hybrid UAVs may be more vulnerable
to certain types of weather conditions, such as strong winds or heavy rain, which can
impact their performance [14]. Overall, hybrid UAVs are a promising technology for the
construction industry, offering a balance of the capabilities of fixed-wing and rotary-wing
UAVs. They are particularly useful for tasks requiring vertical takeoff, landing, and efficient
horizontal flight.

In the construction industry, the choice of UAV depends on the mission’s specific
requirements; the advantages and disadvantages summarized according to each type are
shown in Table 1. Fixed-wing UAVs, which are characterized by their extended range and
endurance, are often preferred for long-range missions, such as surveying large construction
sites or inspecting infrastructure. Rotary-wing UAVs, which are characterized by their
ability to hover and perform precise vertical movements, are better suited for missions
requiring precise positioning or close-range observation. Hybrid UAVs, which combine the
capabilities of both fixed-wing and rotary-wing UAVs, are the most suitable for missions
requiring long-range flight and precise maneuverability. It is important to thoroughly
assess the specific needs of the mission and select the most appropriate type of UAV to
ensure the success of the operation.
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Table 1. Comparison of Advantages and Disadvantages of Fixed-wing, Multi-rotor, and Hybrid
UAVs for Construction Industry Applications.

Type of UAV Advantages Disadvantages References

Fixed-wing UAVs
• Long-range and endurance
• Fast speed

• Not as agile or versatile as
rotary-wing UAVs

• Require specialized training
and equipment

Cai et al. [5]
Kim et al. [6]

Multi-rotor UAVs

• Can operate in confined or
urban environments

• Highly agile and can hover in place
• Cost-effective

• Limited range and speed compared to
fixed-wing UAVs

• Less efficient and shorter flight times
• Payload capacity is usually limited

Yang et al. [7]
Wen et al. [8]
Chen et al. [9]

Hybrid UAVs

• Versatile and can perform a wide
range of tasks

• Can cover long distances quickly
• Can carry a larger payload

• More expensive than traditional
fixed-wing or rotary-wing UAVs

• More complex to operate and require
specialized training and expertise

• More vulnerable to certain
weather conditions

Czyba et al. [10]
Saeed et al. [14]

2.2. UAVs Equipped with Sensors Used in the Construction Industry

UAVs used in the construction industry are equipped with various sensors to enable
data collection and task execution [15–18]. These sensors include visible light sensors as
in Figure 5a, which capture images in the visible spectrum and are commonly used for
mapping and visual inspection tasks. Light detection and ranging (LiDAR) sensors as in
Figure 5b use lasers to measure the distance between the UAV and the ground, generating
a high-resolution 3D map of the site. Thermal imaging (TI) sensors as in Figure 5c detect
heat signatures and can be used to identify energy efficiency issues or locate hidden
electrical faults. Global positioning system (GPS) and real-time kinematic (RTK) sensors as
in Figure 5d provide precise positioning data, enabling the UAV to accurately map the site
and navigate through tight or confined spaces.

Drones 2023, 7, x FOR PEER REVIEW 6 of 25 
 

• Highly agile and can 
hover in place 

• Cost-effective 

• Payload capacity is usually limited 

Hybrid 
UAVs 

• Versatile and can perform 
a wide range of tasks 

• Can cover long distances 
quickly 

• Can carry a larger payload 

• More expensive than traditional fixed-
wing or rotary-wing UAVs 

• More complex to operate and require 
specialized training and expertise 

• More vulnerable to certain weather con-
ditions 

Czyba et al. [10] 
Saeed et al. [14] 

2.2. UAVs Equipped with Sensors Used in the Construction Industry 
UAVs used in the construction industry are equipped with various sensors to enable 

data collection and task execution [15–18]. These sensors include visible light sensors as 
in Figure 5a, which capture images in the visible spectrum and are commonly used for 
mapping and visual inspection tasks. Light detection and ranging (LiDAR) sensors as in 
Figure 5b use lasers to measure the distance between the UAV and the ground, generating 
a high-resolution 3D map of the site. Thermal imaging (TI) sensors as in Figure 5c detect 
heat signatures and can be used to identify energy efficiency issues or locate hidden elec-
trical faults. Global positioning system (GPS) and real-time kinematic (RTK) sensors as in 
Figure 5d provide precise positioning data, enabling the UAV to accurately map the site 
and navigate through tight or confined spaces. 

 
Figure 5. Examples of UAVs equipped with sensors in the construction industry: (a) visible light 
sensors; (b) LiDAR; (c) TI; and (d) GPS and RTK. 

2.2.1. Visible Light Sensors 
Visible light sensors, also known as red-green-blue (RGB) sensors, are sensors that 

capture images using visible light wavelengths in the electromagnetic spectrum. These 
sensors are commonly used in UAVs for construction applications, such as mapping, in-
spection, and monitoring, as they provide high-resolution images that are useful for vis-
ualizing and analyzing the construction site [19]. One of the main advantages of RGB 

Figure 5. Examples of UAVs equipped with sensors in the construction industry: (a) visible light
sensors; (b) LiDAR; (c) TI; and (d) GPS and RTK.



Drones 2023, 7, 202 7 of 24

2.2.1. Visible Light Sensors

Visible light sensors, also known as red-green-blue (RGB) sensors, are sensors that
capture images using visible light wavelengths in the electromagnetic spectrum. These
sensors are commonly used in UAVs for construction applications, such as mapping,
inspection, and monitoring, as they provide high-resolution images that are useful for
visualizing and analyzing the construction site [19]. One of the main advantages of RGB
sensors is that they can capture high-resolution images with a high level of detail. This is
particularly useful for tasks such as mapping, where the accuracy and precision of the data
are critical. RGB sensors can also be used to identify and classify different features on the
construction site, such as buildings, roads, and vegetation [20–28].

Another advantage of RGB sensors is their ease of use. These sensors are widely
available and inexpensive, and they do not require specialized training or equipment. They
are also able to capture images in a variety of lighting conditions, making them suitable for
use in different environments [29].

RGB sensors can also capture images in real time, which can be beneficial for construc-
tion site supervision [30]. With the ability to continuously monitor the site, construction
professionals can quickly identify any issues or problems that may arise and take appro-
priate action. This can help to reduce delays and improve the overall efficiency of the
construction process.

However, there are several limitations to consider when using RGB sensors in con-
struction. One limitation is that RGB sensors are only able to capture visible light, which
means they are unable to detect objects or features that are outside the visible spectrum.
This can be a problem in certain conditions, such as when there is poor lighting or when
the site is covered in shadows. In these cases, the images captured by the sensor may be of
lower quality or may not show certain features.

Another limitation is that RGB sensors are sensitive to changes in lighting conditions.
If the lighting changes significantly between different flights or during a single flight, it
can affect the quality and accuracy of the images captured. This can be a problem when
trying to create accurate maps or models of the site, as the differences in lighting can cause
variations in the appearance of the images.

Finally, RGB sensors are sensitive to reflections and glare, which can affect the accuracy
of the images. This can be a problem when trying to capture images of shiny or reflective
surfaces, such as glass or metal. In these cases, the sensor may produce distorted or blurry
images, which can reduce the usefulness of the data collected.

2.2.2. LiDAR Sensors

LiDAR sensors use lasers to measure distance and create high-resolution 3D models
of the surrounding environment. These sensors have several advantages when used on
UAVs in the construction industry and have become increasingly popular in recent years
for tasks such as site surveying and mapping.

One major benefit of LiDAR sensors for UAVs in construction is their high accuracy.
These sensors can generate highly precise 3D models of construction sites, with an accu-
racy of up to a few centimeters [31,32]. This can be particularly useful for tasks such as
topographic surveys, where precise measurements are critical.

Another benefit of LiDAR sensors for UAVs in construction is their efficiency. These
sensors can quickly capture large amounts of data and generate 3D models of construction
sites in a relatively short time. This can be particularly useful for tasks such as site inspec-
tion, where the ability to quickly generate accurate 3D models can save time and reduce
costs [33,34].

A third benefit of LiDAR sensors for UAVs in construction can improve safety on
construction sites [35]. These sensors can be used to generate 3D models of hazardous areas,
such as steep slopes or unstable structures, which can help to identify potential hazards
and reduce the risk of accidents [36].
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However, there are also several limitations to the use of LiDAR sensors on UAVs in
construction that should be considered.

One limitation of LiDAR sensors for UAVs in construction is their cost. These sensors
can be expensive to purchase and maintain, making them less accessible for some construc-
tion companies. In addition, the cost of operating UAVs equipped with LiDAR sensors can
be high, as these systems require specialized training and expertise to operate safely and
effectively. This can be a barrier to adoption for some construction companies, particularly
those with limited budgets or resources.

Another limitation of LiDAR sensors for UAVs in construction is their limited range.
These sensors typically have a maximum range of around 100 m, which can be limiting in
certain situations. For example, if a construction site is located in an area with tall buildings
or other structures that block the line of sight of the LiDAR sensor, it may be difficult to
generate accurate 3D models of the site. This can be a problem for construction companies
working on large or complex projects, as it may be necessary to fly multiple UAVs to cover
the entire site.

2.2.3. TI Sensors

TI sensors capture the infrared energy emitted by objects and convert it into a visual
image [37,38]. One major benefit of UAV-equipped thermal imaging sensors in construction
is their ability to detect heat-related issues [39]. These sensors can identify temperature
anomalies and detect problems, such as insulation issues [40–42], air leakage [43–45],
and moisture intrusion [46,47]. This can be particularly useful for tasks such as building
envelope inspection, where early identification of heat-related issues can save time and
reduce costs by avoiding costly repairs and energy consumption.

Another benefit of UAV-equipped thermal imaging sensors in construction is their
ability to detect structural issues. These sensors can detect thermal anomalies that may
indicate problems such as structural damage or cracks in walls, floors, or roofing [48].
This can be useful for tasks such as building inspection [49], where early identification of
structural issues can save time and reduce costs by avoiding costly repairs.

However, like any technology, there are also limitations to the use of UAV-equipped
thermal imaging sensors in construction, such as their sensitivity to motion. These sensors
are sensitive to vibrations and movements caused by the UAV, which can result in blurriness
and reduced image quality [50]. This can be particularly challenging for tasks such as
structural analysis, where stable images are critical for accurate analysis.

Another limitation of UAV-equipped thermal imaging sensors in construction is their
limited field of view (FOV) [51]. These sensors typically have a narrower FOV compared
to other remote sensing technologies such as visual cameras [52], which can limit their
effectiveness in large-scale inspections and monitoring projects. This can be particularly
challenging for tasks such as site inspection, where a wide FOV is necessary to capture
detailed images of the entire site.

Finally, UAV-equipped thermal imaging sensors in construction may have difficulty
identifying the source of heat emission; thermal imaging sensors capture infrared radiation
emitted from objects, but it can be difficult to pinpoint the exact source of the heat, especially
when multiple sources are present. This can be particularly challenging for tasks such
as building inspection, where identifying the exact location of the heat loss or insulation
problem is critical.

2.2.4. GPS and RTK Sensors

GPS and RTK sensors are commonly used in the construction industry to provide
accurate positioning and navigation data for UAVs. One major benefit of GPS and RTK
sensors for UAVs in construction is their high accuracy and precision [53]. These sensors
use signals from a network of GPS satellites to accurately determine the position of the
UAV, with an accuracy of up to a few centimeters [54].
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Another advantage of GPS and RTK sensors is their real-time capability [55]. These
sensors provide real-time positioning and navigation data, which allow the UAV to quickly
and accurately navigate the construction site. This can be useful for tasks such as site
inspection, where the ability to quickly generate accurate 3D models can save time and
reduce costs.

A third advantage of GPS and RTK sensors for UAVs in construction is their high
availability. These sensors use signals from a network of GPS satellites, which are widely
available and have a high level of availability. This means that GPS and RTK sensors
can be used in various environments and conditions. In addition, GPS and RTK sensors
can be easily integrated with other sensors on the UAV, such as cameras and LiDAR
sensors [56,57]. This can provide more comprehensive data and a better representation of
the construction site.

However, these sensors are also limited when used on UAVs in the construction
industry. One limitation of GPS and RTK sensors is their susceptibility to signal interference.
These sensors rely on signals from GPS satellites, which can be affected by various factors,
such as atmospheric conditions, tall buildings or trees, and other sources of interference [58].
This can result in lower accuracy and reliability of the positioning and navigation data.

Another limitation of GPS and RTK sensors depends on the infrastructure that sup-
ports them, such as the availability of reference stations or the quality of the communication
link with the base station [59]. This can cause limitations in their usage in remote or rural
areas and delay or increase the data processing cost. The advantages and disadvantages of
each sensor are shown in Table 2.

Table 2. Comparison of the advantages and disadvantages of each sensor in the construction industry
applications.

Sensor Type Advantages Disadvantages References

Visible light
sensors

• Can capture high-resolution images
with a high level of detail

• Easy to use and widely available
• Can capture images in real time
• Suitable for use in different

environments

• Only able to capture visible light
• Sensitive to changes in lighting

conditions
• Sensitive to reflections and glare

Ham et al. [19]
Adade et al. [29]

Lee et al. [30]

LiDAR sensors

• High accuracy
• Efficiency in quickly capturing large

amounts of data and generating
3D models

• Ability to identify potential hazards
• Can generate highly precise

3D models

• Expensive to purchase and maintain
• Require specialized training and

expertise
• Limited range of around 100 m

Moon et al. [31]
Park et al. [35]

Room et al. [36]

TI sensors

• Ability to detect heat-related and
structural issues

• Can identify temperature anomalies

• Limited to detecting heat-related
issues and temperature anomalies

Warsi et al. [48]
Zhang et al. [49]
Goss et al. [51]

GPS and RTK
sensors

• Ability to determine location
and elevation

• Can be used to create accurate 3D
models of construction sites

• Can be used for monitoring site
progress and equipment tracking

• Can increase efficiency and
productivity on construction sites

• Limited accuracy in urban canyons
and under dense canopy cover

• Susceptible to signal jamming
and interference

• RTK sensors require a base station
and may have limited range

Abdelfatah et al. [54]
Eling et al. [55]
Yang et al. [56]

Czyża et al. [59]

2.3. Other Factors of UAVs Used in the Construction Industry

When planning the use of UAVs in the construction industry, it is important to consider
various factors such as flight altitude, flight direction, flight path, and number of UAVs [60].
The selection of these factors will depend on the specific task and the desired output and
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should be carefully considered to ensure the safe and efficient operation of the UAVs, as
well as the accuracy and quality of the data collected.

One important factor to consider when planning the use of UAVs in the construction
industry is flight altitude [61]. The altitude of the UAV will affect the field of view of the
sensors, as well as the resolution of the images and data collected. In general, a higher
altitude results in a wider field of view but a lower resolution. In comparison, a lower
altitude results in a narrower field of view but a higher resolution. The desired resolution
and field of view depends on the task at hand, such as site surveying or inspection, and the
altitude should be selected accordingly.

Another factor to consider is flight direction [62]. UAVs can fly in various directions,
such as parallel or perpendicular to a feature or in a spiral pattern around a feature. The
direction of flight affects the coverage and resolution of the data collected and should be
selected based on the task and the desired output.

A third factor to consider is the flight path [63]. The path of the UAV can be pre-
planned or generated in real time and can include a variety of waypoints and obstacles.
The flight path should be selected to ensure the safe and efficient operation of the UAV and
the coverage and resolution of the data collected.

Finally, the number of UAVs used depends on the size of the site and the task at hand.
In some cases, a single UAV may be sufficient, while in others, multiple UAVs may be
required to cover a larger area or to collect data from multiple sensors simultaneously [64].
The number of UAVs used should be selected based on the site and task, and the number
should be kept to a minimum to reduce operational costs and increase safety.

3. UAV-Based Related Technologies in the Construction Industry

UAV-based technologies have been increasingly utilized in the construction industry
for their ability to provide accurate, high-resolution data quickly and safely. UAV-based
3D modeling enables construction teams to create detailed models of construction sites,
buildings, and structures, yielding improved planning and project management. UAV-
based non-destructive testing (NDT) can provide valuable information on the integrity of
structures, identifying issues such as cracks, corrosion, and other defects without causing
damage to the structure. UAV-based object detection technology can be used in the con-
struction industry for various purposes, including enhancing worker safety and inspecting
construction materials and areas. UAVs equipped with sensors can quickly and accurately
detect and identify objects such as workers, equipment, and materials on construction
sites. This can help ensure that safety protocols are being followed, such as using appro-
priate safety gear such as helmets, reflective vests, and safety belts. UAVs can also inspect
construction materials and areas that may need to be addressed.

3.1. Related Technologies for UAV-Based 3D Modeling in the Construction Industry

Photogrammetry is one of the earliest techniques used for 3D modeling using UAVs
in the construction industry. Photogrammetry is the science of making measurements from
photographs, and it yield the creation of accurate 3D models of construction sites [65].
Initially, photogrammetry was mainly used to create 2D maps and orthophotos. Still, with
advancements in technology and the increased availability of high-resolution cameras, it
has become possible to use photogrammetry to create detailed 3D models.

Figure 6 demonstrates the utilization of coordinate information captured by a UAV
during aerial photography to establish a three-dimensional spatial coordinate system.
This involves determining the spatial geometric relationship between the captured image
and its corresponding target and calculating a sparse point cloud of the camera position
and target at the time of imaging through the correspondence between image points and
captured objects, as shown in Figure 6a. Subsequently, the result of this photography-
based 3D modeling approach is obtained, as depicted in Figure 6b. However, traditional
photogrammetry-based methods have some limitations. For example, they require a high
level of expertise to operate and interpret the results. They also requires a significant
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amount of manual labor to process the data, and it is not capable of dealing with large-scale
datasets [66].
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The development of the structure from motion (SfM) algorithm was a major break-
through in the field of 3D modeling using UAVs [67]. SfM is an algorithm that uses multiple
images of the same scene captured from different viewpoints to reconstruct a 3D model
of the scene. SfM is particularly useful for UAV-based applications, as it allows highly
detailed and accurate 3D models to be created, even from images captured with low-cost
cameras. However, SfM algorithms also have limitations, for example, they can struggle
with scenes with repetitive patterns, and they also require a high computational power to
process data [68–70].

Another important development in the field of 3D modeling using UAVs in the
construction industry is the integration of photogrammetry with other data, such as Li-
DAR data [71]. The combination of photogrammetry and LiDAR data enables precise
measurements of the construction site, even in challenging environments where direct
measurements are difficult to acquire.

Some researchers have proposed methods that integrate 3D laser scanning and pho-
togrammetry for the progress measurement of construction projects. Using both technolo-
gies, they can capture more comprehensive and reliable data from different perspectives
and reduce errors caused by occlusions or noise. Moreover, they can also improve the
efficiency and accuracy of data processing by applying advanced algorithms for point cloud
registration and segmentation [72]. These examples show that integrating photogrammetry
with LiDAR data can provide significant benefits for 3D modeling in the construction in-
dustry. However, some challenges still need to be addressed, such as how to optimize data
acquisition strategies, deal with large-scale datasets, ensure data quality and consistency,
etc. Therefore, further research is needed to explore more possibilities and solutions for
this emerging field.

In recent years, the field of 3D modeling using UAVs in the construction industry
has seen significant advances in integrating deep learning techniques. Convolutional
neural networks (CNNs) [73], generative adversarial networks (GANs) [74], and recurrent
neural networks (RNNs) [75] have been used to improve the accuracy and efficiency of
3D modeling by automating feature extraction and semantic segmentation tasks [76–78].
However, deep-learning-based methods also have some limitations. For example, they
require a large amount of labeled data to train the models, and they can be computationally
expensive to run [79]. Additionally, the results generated by deep learning models can be
difficult to interpret, requiring a high level of expertise to design and train the models.

Despite these limitations, developing technologies related to 3D modeling using
UAVs in the construction industry has seen significant advancements in recent years. For
example, researchers have started to explore integrating multiple data sources, such as
photogrammetry, LiDAR, and deep learning, to create more accurate and efficient 3D
modeling methods [80]. Additionally, the advancement of computer vision and machine
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learning techniques has enabled more accurate and automated ways to analyze images and
generate 3D models, which also helps to reduce the reliance on manual labor.

3.2. Related Technologies for UAV-Based Non-Destructive Testing (NDT) in the
Construction Industry

Traditionally, NDT in the construction industry has been performed using manual
inspections, which are time-consuming and can be dangerous, especially when working in
hard-to-reach areas. Using UAVs equipped with cameras and sensors has become a more
efficient and safer alternative to traditional manual inspections. Early techniques for NDT
using UAVs relied on visual inspections, where images and videos captured by UAVs were
analyzed by experts to identify potential defects and hazards [81].

In recent years, the development of more advanced sensors, such as thermal imaging
cameras and ultrasonic sensors and integrating these sensors with UAVs, has enabled the
use of UAVs for more advanced NDT applications in the construction industry. For example,
one study proposed using thermal and visible point clouds to generate a higher-resolution
thermal point cloud for roof inspection [82]. The combination of visible and thermal point
clouds provided high spatial resolution with thermal information, enabling accurate detec-
tion of thermal problems. Another study utilized point-cloud-based inspection derived
from UAV images to automatically detect damage in bridge decks [83]. A robust and
efficient method was employed to extract a point cloud of the bridge deck, which was
classified into cracking and undamaged areas using a deep learning approach. Infrared
thermography is another technique that has gained popularity in NDT. A recent study
developed a novel cloud-to-model tool that converts the emissivity scalar fields extracted
from the point cloud into an analysis layer, yielding intuitive interpretation of collected
data. The accuracy of the proposed infrared-based approach was compared with that of a
point cloud generated using high-resolution digital images [84]. Crack assessment of bridge
structures is critical for maintaining safe transportation infrastructure. A study proposed a
crack detection method based on geometric correction and calibration algorithms, which
used four parallel laser emitters installed on the UAV camera for crack image acquisition.
The proposed method showed greater precision for crack width identification, indicating
its potential for actual crack detection of bridges [85].

Additionally, the integration of deep learning techniques with the sensor data collected
by UAVs has been explored as a way to improve the accuracy and efficiency of NDT. Deep
learning algorithms can be trained to automatically detect and classify potential defects
and hazards in images and videos, reducing the need for manual labor and improving
the accuracy of the results. These algorithms are more accurate and efficient than tra-
ditional visual inspections in identifying defects and hazards. For example, one study
introduced the strategy of UAV-carried passive infrared thermography combined with
transfer learning to realize efficient detection and automatic identification of embankment
leakage, which was transformed into image classification. The researchers established an
open-air simulation platform to obtain sufficient images for model training. Using these
images and the AlexNet-based transfer learning method, an image classification model with
excellent performance was trained [86]. Another study proposed a novel convolutional
neural network to automatically identify dam-surface seepage from thermograms collected
by an unmanned aerial vehicle carrying a thermal imaging camera. The researchers added
an auxiliary input branch with two specially designed modules to a U-Net frame to reduce
the false-alarm rate caused by “seepage-like” background interference on the dams and
accurately identify seepage profiles with clear boundaries from low-resolution thermo-
grams [87]. A recent study presented a method for managing the inspection results of
building external walls by mapping defect data from UAV images to building information
modeling (BIM) and modeling defects as BIM objects. The researchers developed a deep-
learning-based instance segmentation model to detect defects in the captured images and
extract their features [88].
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3.3. Related Technologies for UAV-Based Object Detection in the Construction Industry

Among the many applications of UAVs in the construction industry, object detection
has been one of the most widely researched and implemented [89]. The first generation
of traditional computer algorithms for object detection using UAVs in the construction
industry was based on image processing techniques. These techniques involve using
different image processing methods, such as edge detection, thresholding, and feature
extraction, to analyze the images captured by UAVs to detect objects. For example, edge
detection can be used to detect the edges of objects [90], thresholding can be used to
segment an image into different regions [91], and feature extraction can be used to extract
relevant information from the image, such as shape, color, and texture [92–95]. These
techniques are simple and computationally efficient, but the accuracy is low.

In the next generation of traditional computer algorithms, machine learning algorithms
were applied to object detection using UAVs in the construction industry. Machine learning
algorithms, such as support vector machines (SVMs) and decision trees, have been applied
to detect objects in images captured by UAVs. However, large amounts of image data
are required to train a detection algorithm to detect each class of construction entity in
images. To address this, a three-dimensional reconstruction method has been proposed
to generate the image data required for training object detectors. The generated synthetic
images are then used as training data, and a histogram of a target object’s oriented gradient
(HOG) descriptor is obtained from these images. The descriptor is refined by a support
vector machine to increase sensitivity to the target object in test images [96]. Another study
proposed a new hybrid vehicle detection scheme that integrates the Viola–Jones (V–J) and
linear SVM classifier with HOG feature (HOG + SVM) methods for vehicle detection from
low-altitude UAV images. The proposed scheme adopts a roadway orientation adjustment
method to align the roads with the horizontal direction. The original V-J or HOG + SVM
method can be directly applied to achieve fast detection and high accuracy. An adaptive
switching strategy has also been developed to improve detection efficiency, combining
V–J and HOG + SVM methods based on their different descending trends in detection
speed. The proposed vehicle detection method can be performed on videos captured
from moving UAV platforms without needing image registration or an additional road
database [97]. Finally, a vehicle detection method from UAVs is proposed, which integrates
the scale invariant feature transform (SIFT) and implicit shape model (ISM). Firstly, a set
of key points is detected in the testing image using SIFT. Secondly, feature descriptors
around the key points are generated using the ISM. SVMs are applied during the key points
selection. The method is evaluated using a video shoot by a UAV, and the results show its
performance and effectiveness [98]. These algorithms include using SVMs and decision
trees, which are trained to detect objects in UAV images.

However, these techniques have limitations, such as robustness against changes in
lighting conditions and occlusions and limited scalability. These limitations have led to the
development of more advanced techniques, such as deep learning algorithms, which are
more robust and accurate in identifying objects.

With the advent of deep learning, a new generation of object detection algorithms has
been proposed and applied to UAV-based object detection. These deep learning algorithms,
such as CNN, R-CNN [99], and YOLO series [100–106], have been trained to automatically
detect objects in images and videos captured by UAVs, reducing the need for manual labor
and improving the accuracy of the results.

CNNs are the most basic form of deep learning algorithms for object detection and
can be used to extract features from images and videos. They have been widely used in
image classification and object detection tasks. The R-CNN algorithm is an improvement
to CNNs, in which a region proposal network (RPN) is added to generate region proposals,
which are then classified using CNNs. This approach improves the accuracy of object
detection. Several studies have utilized the R-CNN algorithm with UAV images to detect
various objects. One study improved the Faster R-CNN algorithm using deformable convo-
lution to adapt to arbitrarily shaped collapsed buildings. In addition, a new method was
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proposed to estimate the intersected proportion of objects (IPO) to describe the degree of
intersection of bounding boxes, leading to better precision and recall for detecting collapsed
buildings [107]. Another study extended the author’s developed techniques to identify
and quantify bridge damage based on UAV images. The scope of the research included
image acquisition, a classification system of cracks based on deep learning, and algorithms
of detection and quantification using improved image processing techniques [108]. A third
study proposed a method for detecting and measuring cracks in unreachable parts of large
crane structures using the Faster R-CNN algorithm with UAV images. Crack length, width,
area, and aspect ratio parameters were identified by various methods, including maximum
entropy threshold segmentation, Canny edge detection, projection feature extraction, and
skeleton extraction methods [109]. Finally, an edge-computed and controlled outdoor au-
tonomous UAV system was proposed to monitor the safety helmet wearing of workers on
construction sites. The main focus of this work was the detection and counting of workers
with safety helmets of specified colors and those without safety helmets using the R-CNN
algorithm [110]. Other recent techniques similar to the above-proposed helmet detection
system have been presented by Liang and Seo [111], who proposed an automated approach
to detect helmeted workers on construction sites using UAV low-altitude remote sensing.
The proposed system utilizes a deep learning model based on the Swin Transformer to
perform periodic and efficient helmet-wearing inspections on construction sites. The single-
stage end-to-end helmet detection network is designed to accurately classify helmet usage
and color type in real construction sites.

Experimental results show that the proposed method achieves a mean average preci-
sion (mAP) of 92.87% on the GDUT-Hardhat Wearing Detection (GDUT-HWD) dataset and
improves the average precision (AP) for small-sized targets up to 88.7%. Figure 7 provides
a visualization of the network detection process. Despite the challenges posed by occlusion
and complex environments, the proposed approach and similar techniques demonstrate
the potential of UAVs and deep learning in automated site supervision.
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The YOLO algorithm is a real-time object detection algorithm that uses a single convo-
lutional neural network to predict the class and location of objects in an image or video.
This algorithm has the advantage of being fast and accurate, but it is limited in the number
of objects it can detect. However, several recent studies have proposed modifications and
enhancements to the YOLO algorithm to improve its performance with its application
in the construction industry with UAV-based applications. For instance, a YOLO-GNS
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algorithm has been proposed for special vehicle detection from the UAV perspective, which
introduces the single stage headless (SSH) context structure to improve feature extraction
and reduce computational cost. This algorithm has shown a 4.4% increase in average
detection accuracy and a 1.6 increase in detection frame rate compared to other deriva-
tives [112]. Another study proposed an intelligent object recognition model based on
YOLO and GAN to improve the resolution of identified images. This study adjusted the
structure and parameters of the recognition model and image resolution enhancement
model through simulation experiments to improve the accuracy and robustness of object
recognition [113]. In the construction industry, a case study has been presented on develop-
ing an image dataset specifically for construction machines named the Alberta Construction
Image Dataset (ACID). To validate the feasibility of the ACID, four existing deep learning
object detection algorithms, including YOLO-v3, Inception-SSD, R-FCN-ResNet101, and
Faster-RCNN-ResNet101, were trained using this dataset, achieving a mean average preci-
sion (mAP) of up to 89.2% [114]. YOLO has also been used in a crack detection and location
method for steel structures and concrete buildings. The method involves pre-segmenting
UAV images, establishing different crack segmentation datasets, training YOLO V3 and
DeepLab V3+ models, and combining images with UAV flight records for panoramic crack
location and presentation. These methods have effectively monitored and detected cracks
in various structures [115].

Integrating deep learning techniques with sensor data collected by UAVs has improved
object detection’s accuracy and efficiency, addressing traditional algorithms’ limitations.
Deep learning algorithms are more robust and can handle variations in lighting conditions
and occlusions, and they have been shown to have higher accuracy and can handle larger
datasets than traditional computer algorithms. In conclusion, developing deep learning
algorithms for object detection using UAVs in the construction industry has been a signifi-
cant advancement in the field, providing efficient, accurate, and non-destructive ways of
monitoring and analyzing construction sites. However, like any technology, deep learning
algorithms for object detection using UAVs also have limitations that must be considered.

One of the main limitations of deep learning algorithms is the requirement of large
amounts of high-quality labeled data. Training deep learning algorithms requires large
amounts of labeled data, which can be time-consuming and expensive to collect. Collecting
labeled data can be challenging in the construction industry due to the dynamic nature of
construction sites and the lack of publicly available datasets.

Another limitation is the computational requirements of deep learning algorithms.
These algorithms require powerful hardware and can take significant time to train, which
can be a bottleneck for small and medium-sized companies with limited resources. Further-
more, deep learning algorithms can be sensitive to the quality of the data, which means
that even small errors in data can lead to significant errors in the predictions.

4. Challenges and Limitations

Despite the potential benefits of using UAVs for construction inspection, there are
several challenges and limitations that must be considered when implementing this tech-
nology. These include regulatory and legal issues, technical limitations, data processing
challenges, training and expertise, and safety concerns.

4.1. Regulatory and Legal Issues

Using UAVs for construction inspection is subject to a complex set of regulations and
laws, which can vary depending on country or region. Regulatory bodies typically impose
requirements related to pilot certification, UAV registration, flight restrictions, and data
privacy. These regulations can pose significant challenges for construction companies and
inspection firms that are looking to use UAVs for construction inspection.

For example, in the United States, the Federal Aviation Administration (FAA) regulates
the use of drones through Part 107 rules, which set out the requirements for obtaining a
remote pilot certificate and registering drones with the FAA [116]. In addition, the FAA
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sets out flight restrictions, such as a maximum altitude of 400 feet and a requirement to
maintain a visual line of sight with the drone at all times. Violating these rules can result in
significant fines or even criminal charges.

Similarly, in the European Union, drones are regulated by the European Aviation
Safety Agency (EASA), which sets out requirements for drone registration, pilot training,
and operational procedures [117]. The EASA also imposes flight restrictions, such as a
requirement to maintain a safe distance from people and property, and restrictions on flying
over certain areas, such as airports or prisons [118].

Regulatory and legal issues can also impact the ability to obtain necessary permits and
approvals to operate drones for construction inspection. For example, in some countries,
obtaining a permit to fly drones over urban areas or populated areas can be challenging due
to concerns about privacy and safety [119–121]. In addition, construction companies and
inspection firms may need to obtain additional permits or approval from local authorities,
depending on the location and nature of the construction project.

Regulatory and legal issues pose significant challenges to the use of UAVs in con-
struction inspection. Understanding and complying with relevant regulations and laws
is essential to ensure the safe and effective operation of UAVs. Construction companies
and inspection firms should carefully consider the regulatory and legal landscape in their
region and work closely with regulatory bodies and local authorities to obtain the necessary
permits and approval.

4.2. Technical Limitations

One of the primary technical limitations of UAVs is their limited flight time. Most
commercial UAVs have a flight time of around 20–30 min, which can limit the amount of
data that can be collected during a single flight [122]. This can be particularly challenging
for large construction projects that require extensive inspection and monitoring.

Another technical limitation of UAVs is their limited range. UAVs are typically limited
in their ability to fly long distances or to maintain a strong signal connection with the
controller or base station [123]. This can make it difficult to cover large construction sites or
to fly UAVs in areas with poor signal coverage.

Weather conditions can also impact the effectiveness of UAV inspections. Rain, high
winds, and other adverse weather conditions can make it difficult or unsafe to fly UAVs,
which can impact the ability to obtain timely and accurate data [124]. In addition, UAVs
are limited in their ability to access certain areas of construction sites. For example, UAVs
may not be able to access tight spaces, such as tunnels or narrow corridors, or to fly indoors
in areas with limited visibility or signal interference [125].

Finally, the quality of data obtained through UAV inspections can be impacted by
technical limitations, such as camera resolution, sensor accuracy, and data processing capa-
bilities. Poor data quality can lead to inaccurate or incomplete assessments of construction
site conditions, which can impact decision making and project outcomes.

Technical limitations can impact the effectiveness and safety of using UAVs for con-
struction inspection. Construction companies and inspection firms should carefully con-
sider the technical capabilities of UAVs, as well as potential weather conditions and other
environmental factors, when planning UAV inspections. They should also ensure that UAVs
are equipped with high-quality cameras and sensors and that data processing capabilities
are sufficient to analyze and interpret data effectively.

4.3. Data Processing Challenges

While UAVs can provide valuable data for construction inspection, processing and
analyzing that data can be a complex and time-consuming process. Data processing
challenges can impact the accuracy and usefulness of the data obtained, as well as the
overall efficiency of the inspection process.

One of the primary data processing challenges associated with UAV inspections is
managing the large amounts of data that can be generated [126]. UAVs can capture high-
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resolution images, video, and other data at a rapid pace, which can quickly result in large
datasets that need to be processed and analyzed. This can require significant storage
and computing resources, as well as specialized software tools for data management
and analysis.

Another data processing challenge is data accuracy and consistency. UAVs can capture
data from multiple perspectives and at different times, which can lead to inconsistencies in
data quality and accuracy. In addition, data may need to be corrected for factors such as
camera distortion or sensor errors, which can further impact data accuracy [127].

Data interpretation is another challenge associated with UAV inspections. The data
obtained may need to be processed and analyzed by experts in order to be interpreted
accurately. This can require specialized knowledge of construction processes and materials,
as well as expertise in data analysis and interpretation.

Data processing challenges can impact the accuracy, usefulness, and efficiency of using
UAVs for construction inspection. Construction companies and inspection firms need to
carefully consider the storage and computing resources required for data management,
as well as the expertise needed for data analysis and interpretation. They should also
ensure that data privacy and security regulations are followed to protect the privacy and
confidentiality of individuals and businesses.

4.4. Training and Expertise

Using UAVs for construction inspection requires specialized training and expertise in
order to ensure safety and accuracy. Without proper training and expertise, there is a risk of
accidents or errors, as well as a risk to the safety of the UAV and surrounding environment.

One of the primary challenges associated with using UAVs for construction inspection
is the need for specialized training. UAV operators need to be trained in the safe operation
of UAVs, as well as in the specific techniques and procedures needed for construction
inspection [128]. This may include training in data management and analysis, as well as in
the interpretation of data obtained through UAV inspections.

Another challenge is the need for specialized expertise in construction processes and
materials. UAV operators need to be familiar with the specific construction processes
and materials being used in order to effectively interpret data obtained through UAV
inspections [129]. This may require collaboration with experts in construction engineering,
materials science, and other related fields.

In addition, ongoing training and certification are important considerations for UAV in-
spections. UAV technology is constantly evolving, and operators and inspection firms need
to stay up to date on the latest advances in order to ensure safety and accuracy [130]. This
may include ongoing training and certification programs, as well as continuing education
in construction engineering and other related fields.

In summary, training and expertise are critical considerations for using UAVs for
construction inspection. Construction companies and inspection firms need to invest in
specialized training and equipment, as well as collaborate with experts in construction
engineering and materials science, to ensure safety and accuracy in UAV inspections. They
should also prioritize ongoing training and certification to stay up to date on the latest
advances in UAV technology and construction processes.

4.5. Safety

UAV-based construction inspections can present safety concerns, both for personnel
and equipment. These safety concerns can impact the overall effectiveness and efficiency
of using UAVs for construction inspection, as well as the safety of the construction site and
surrounding areas.

One of the primary safety challenges associated with using UAVs for construction
inspection is the risk of accidents. The sound emitted by UAVs can distract construction
workers, and can collide with other objects or people, or can malfunction and crash,
potentially causing injury or damage [131–133].
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Weather conditions can also present safety challenges for UAV inspections. High
winds, rain, and other weather conditions can impact the stability and control of UAVs,
potentially leading to accidents or equipment damage [134].

In addition to safety concerns, security is also an important aspect to consider when
using UAVs for construction inspection. As Krichen et al. and Ko et al. have pointed out,
there are potential risks of cybersecurity breaches and malicious use that can compromise
communication between the UAV and the control station [135,136]. This can lead to
unauthorized access, data leakage, or even hijacking of the UAV.

While the use of UAVs for construction inspection offers many potential benefits, there
are several challenges and limitations that must be considered when implementing this
technology. Regulatory and legal issues, technical limitations, data processing challenges,
training and expertise, and safety concerns are all factors that can impact the use of UAVs
for construction inspection. Addressing these challenges and limitations through careful
planning and implementation can help ensure the successful use of UAVs for construction
monitoring and inspection in the future.

5. Future Research Directions

The use of UAVs for construction inspection is a rapidly evolving field, with new
technologies and applications emerging all the time. As such, there are a number of
potential areas for future research in this area that can help to improve the effectiveness
and efficiency of using UAVs for construction inspection.

One potential area for future research is the development of more advanced sensors
and imaging technologies for UAVs. This could include sensors that can detect tempera-
ture changes or identify different types of materials more accurately, as well as imaging
technologies that can provide more detailed and accurate images of construction sites.
Perhaps the development of UAVs dedicated to construction use, with proprietary sensors
and built-in technology systems integrated into the UAVs, will reduce the learning costs
for operators.

Another area for future research is the integration of UAVs with other construction
technologies, such as BIM software or virtual and augmented reality tools. This could help
to streamline the construction inspection process, making it easier for inspectors to identify
potential issues and collaborate with other stakeholders.

Machine learning and artificial intelligence (AI) also offer potential avenues for future
research in this area. By analyzing large amounts of data collected by UAVs, machine
learning algorithms and AI tools could help to identify patterns and trends that might be
difficult for human inspectors to detect, which more specifically includes developing more
datasets applicable to the UAV’s perspective and improving the accuracy and efficiency of
the inspection process.

Another potential area for future research is the development of more robust and
reliable communication and data management systems for UAVs. This could include
systems that can operate in remote or challenging environments and tools for securely and
efficiently transmitting data from UAVs to inspectors and other stakeholders.

Finally, future research could explore the potential for UAVs to be used in new and
innovative ways in the construction industry, such as for site safety monitoring or for
environmental monitoring and assessment. By expanding the scope of UAV applications in
the construction industry, researchers could help to unlock new opportunities for improving
safety, efficiency, and sustainability.

6. Conclusions

The application of UAV-based construction inspection has the potential to revolution-
ize the construction industry by enhancing safety, efficiency, and accuracy. This review
paper has comprehensively analyzed the latest developments in UAV-based technological
advancements. Nonetheless, it is apparent that implementing UAVs in construction inspec-
tions is not without its challenges and limitations. This paper has identified key issues,
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such as regulatory and legal concerns, technical limitations, data processing challenges,
training and expertise, and safety, which must be carefully considered to maximize the
benefits of this technology. Despite these challenges, there are numerous opportunities for
further research and development in this area. Innovative sensors and imaging technolo-
gies, integration with other construction technologies, and the use of machine learning and
AI for data analysis are some of the potential areas for future investigation. By addressing
these challenges and maximizing opportunities, the construction industry can benefit from
the advantages of UAV technology in improving safety, efficiency, and accuracy. With
concerted efforts and a collaborative approach, we can create a safer, more sustainable, and
more efficient construction industry.
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Nomenclature

UAVs Unmanned Aerial Vehicles
VTOL Vertical Takeoff and Landing
LiDAR Light Detection and Ranging
GPS Global Positioning System
RTK Real-Time Kinematic
RGB Red-Green-Blue
FOV Field Of View
NDT Non-Destructive Testing
SfM Structure from Motion
CNNs Convolutional Neural Networks
GANs Generative Adversarial Networks
RNNs Recurrent Neural Networks
BIM Building Information Modeling
SVMs Support Vector Machines
HOG Histogram of Oriented Gradients
V-J Viola–Jones
SIFT Scale Invariant Feature Transform
ISM Implicit Shape Model
RPN Region Proposal Network
IPO Intersected Proportion of Objects
AP Average Precision
mAP mean Average Precision
SSH Single Stage Headless
EASA European Aviation Safety Agency
AI Artificial Intelligence
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