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Abstract: The application of intravehicular robotic assistants (IRA) can save valuable working hours
for astronauts in space stations. There are various types of IRA, such as an accompanying drone
working in microgravity and a dexterous humanoid robot for collaborative operations. In either
case, the ability to navigate and work along with human astronauts lays the foundation for their
deployment. To address this problem, this paper proposes the framework of simultaneous astronaut
accompanying and visual navigation. The framework contains a customized astronaut detector,
an intravehicular navigation system, and a probabilistic model for astronaut visual tracking and
motion prediction. The customized detector is designed to be lightweight and has achieved superior
performance (AP@0.5 of 99.36%) for astronaut detection in diverse postures and orientations during
intravehicular activities. A map-based visual navigation method is proposed for accurate and 6DoF
localization (1~2 cm, 0.5◦) in semi-structured environments. To ensure the robustness of navigation in
dynamic scenes, feature points within the detected bounding boxes are filtered out. The probabilistic
model is formulated based on the map-based navigation system and the customized astronaut
detector. Both trajectory correlation and geometric similarity clues are incorporated into the model
for stable visual tracking and trajectory estimation of the astronaut. The overall framework enables
the robotic assistant to track and distinguish the served astronaut efficiently during intravehicular
activities and to provide foresighted service while in locomotion. The overall performance and
superiority of the proposed framework are verified through extensive ground experiments in a
space-station mockup.

Keywords: astronaut detection; astronaut accompanying; intravehicular visual navigation; semi-structured
environment; dynamic scenes

1. Introduction

Human resources in space are scarce and expensive due to launch costs and risks.
There is evidence that astronauts will become increasingly physically and cognitively
challenged as missions become longer and more varied [1]. The application of artificial
intelligence and the use of robotic assistants allow astronauts to focus on more valuable
and challenging tasks during both intravehicular and extravehicular activities [2–4]. Up to
now, several robotic assistants of various types and functionalities have been developed
to improve astronauts’ onboard efficiency and help perform regular maintenance tasks
such as thermal inspection [5] and on-orbit assembly [6]. These robots include free-flying
drones designed to operate in microgravity such as Astrobee [7], Int-Ball [8], CIMON [9],
IFPS [10], BIT [11], and more powerful humanoid assistants such as Robonaut2 [12] from
NASA and Skybot F-850 [13] proposed by Roscosmos. Although different designs and
principles are adopted, robust intravehicular navigation and the ability to work along with
human astronauts constitutes the basis for their onboard deployment.
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Firstly, to provide immediate service, the robotic assistant should be able to detect and
track the served astronaut with high accuracy and efficiency. The recent advances in deep
learning have made it possible to solve this problem. Extensive research has been carried out
in terms of pedestrian detection [14] and object detection [15,16] by predecessors based on
computer-vision techniques. However, the problem of astronaut detection and tracking has
some distinctive characteristics due to the particular onboard working environment. On one
hand, astronauts can wear similar uniforms and present diverse postures and orientations
during intravehicular activities. This can cause problems for general-purpose detectors that
are designed and trained for daily life scenes. On the other hand, the relatively fixed and
stable background, and the limited range of motion in the space station are beneficial to
customizing the astronaut detector. In terms of astronaut motion tracking and prediction,
the problem cannot be simply resolved by calibrating intrinsic parameters as with a fixed
surveillance camera. The robotic assistant can move and rotate at all times in the space
station. Both the movement of the robot and the motion of the served astronauts will
change the projected trajectories on the image plane. The trajectories must be decoupled so
that the robot can distinguish the actual movement of the served astronauts. Our previous
works [17,18] have mainly focused on the astronaut detection and tracking problem from a
simplified fixed point of view.

An effective way to decouple motion is to incorporate the robot’s 6DoF localization
result so that the measured 3D positions of the astronauts can be transformed into the
inertial world frame of the space station. Many approaches can be applied to achieve 6DoF
localization in the space station. SPHERES [19] is a free-flying research platform propelled
by cold-gas thrusters in the International Space Station (ISS). A set of ultrasonic beacons are
mounted around the experimental area to provide localization with high efficiency, which
resembles a regional satellite navigation system. However, the system can only provide the
positioning service within a cubic area of 2 m and may suffer from the problem of signal
occlusion and multi-path artifact [20]. The beacon-based approach is more suitable for
experiments than service-robot applications. Int-Ball [8] is a spherical camera drone that
can record HD videos under remote control currently deployed in the Japanese Experiment
Module (JEM). It aims to realize zero photographing time by onboard crew members. Two
stereoscopic markers are mounted on the airlock port and the entrance side for in-cabin
localization. The accuracy of the marker-based method depends heavily on observation
distance. When the robot is far away from the marker, the localization accuracy drops
sharply. Moreover, if the robot conducts large-attitude maneuvering, the makers will move
out of the robot’s vision, and an auxiliary localization system has to take over.

From our perspective, the robotic assistant should not rely on any marker or auxiliary
device other than its proprietary sensors for intravehicular navigation. This ideology aims
to make the robot’s navigation system an independent module and to enhance its adaptabil-
ity to environmental changes. The space station is an artificial facility with abundant visual
clues, which can provide ample references for localization. Astrobee [7] is a new generation
of robotic assistants propelled by electric fans in the ISS. It adopts a map-based visual
navigation system which does not rely on any external device. An intravehicular map of
the ISS is constructed to assist the 6DoF localization of the robot [21]. The team has also
studied the impact of light-intensity variations on the map-based navigation system [22].
However, they did not consider the coexistence of human astronauts and the problem of
dynamic scenes introduced by various intravehicular activities. These problems are crucial
for IRA to work in the manned space station and to provide satisfactory assistance.

To resolve the problem, this paper proposes the framework of simultaneous astronaut-
accompanying and in-cabin visual navigation. The semi-structured environment of the
space station is utilized to build various registered maps to assist intravehicular localization.
Astronauts are detected and tracked in real time with a customized astronaut detector.
To enhance the robustness of navigation in dynamic scenes, map matches within the
bounding boxes of astronauts are filtered out. The computational workload is evenly
distributed within a multi-thread computing architecture so that real-time performance
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can be achieved. Based on the robust localization and the customized astronaut detector,
a probabilistic model is proposed for astronaut visual tracking and short-term motion
prediction, which is crucial for the robot to accompany the served astronaut in the space
station and to provide immediate assistance. Table 1 compares our proposed approach
and existing methods in the literature. The incorporation of the intravehicular navigation
system enables astronaut visual tracking and trajectory prediction from a moving point of
view, which is one of the unique contributions of this paper.

Table 1. Comparison between our proposed approach and existing methods in the literature.

Robotic Assistant Navigation Method Accuracy Additional Devices Dynamic Scene Drawbacks

SPHERES [19] radio-based 0.5 cm/2.5◦ ultrasonic beacons yes limited workspace
Astrobee [7] map-based 5~12 cm/1◦~6◦ not required no for static scene
Int-Ball [8] marker-based 2 cm/3◦ marker yes limited field of view
CIMON [9] vision-based / / / /
IFPS [10] map-based 1~2 cm/0.5◦ not required no for static scene
Robonaut2 [12] / / / / /
Skybot F-850 [13] / / / / /
Proposed map-based 1~2 cm/0.5◦ not required yes /

The rest of this paper is organized as follows. In Section 2, the problem of astronaut
detection in diverse postures and orientations is discussed. In Section 3, we focus on the
problem of map-based intravehicular navigation in both static and dynamic environments.
In Section 4, the astronaut visual tracking and short-term motion prediction model is
presented. Experiments to evaluate the overall design and comparative analyses are
discussed in Section 5. Finally, we summarize in Section 6.

2. Astronaut Detection in Diverse Postures and Orientations

In this section, we address the problem of astronaut detection during intravehicular
activities, which is an important component of the overall framework. A lightweight and
customized network is designed for astronaut detection in diverse postures and orienta-
tions, which achieved superior performance after fine-tuning with a homemade dataset.

2.1. Design of the Customized Astronaut-Detection Network

The special intravehicular working environment has introduced some new features to
the astronaut-detection problem, which can be summarized as

(1) Astronauts can present diverse postures and orientations during intravehicular
activities, such as standing upside down and climbing with handrails.

(2) Astronauts may wear similar uniforms, which are hard to distinguish.
(3) Images can be taken from any position or orientation by IRA in microgravity.
(4) It is possible to simplify the astronaut detector while maintaining satisfactory perfor-

mance by utilizing the relatively fixed and stable background and the limited range
of motion in the space station.

(5) There is a limited number of crew members onboard the space station at the same time.

To achieve satisfactory performance, the astronaut-detection network should be
equipped to cope with the above features and be lightweight enough to provide real-
time detections. Anchor-based and one-shot object-detection methods [15,23], such as the
Yolo network, are widely used in pedestrian detection for their balance between accuracy
and efficiency. However, these networks do not perform well in the astronaut-detection
task. Many false and missed detections can be found in their results. This poor performance
is due to the fact that the structures of those networks are designed for general-purpose
applications and the parameters are trained with daily life examples. There lies a gap
between the networks’ expertise and the actual application scenarios.
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To fill the gap, we proposed a lightweight and customized astronaut-detection network
based on the anchor-based technique. The main structure of the network is illustrated in
Figure 1, where some repetitive layers are collapsed for better understanding. Input to
the network is the color image taken by the robot with a resolution of 640 × 480. Layers
in blue are feature-extraction modules characterized by abundant residual blocks [24],
which can mitigate the notorious issue of vanishing and exploding gradients. The raw
pixels are gradually compressed to the feature maps of 80 × 80, 40 × 40, and 20 × 20,
respectively. Layers in the dashed box apply structures of feature pyramid network (FPN)
and path aggregation network (PAN) [25] to accelerate feature fusion in different scales.
The residual blocks, FPN, and PAN structures have introduced abundant cross-layer
connections, which improves the network’s overall fitting capacity. Green layers on the
right-hand side are the anchor-based detection heads that output the final detection results
after non-maximum suppression.

Figure 1. Architecture of the lightweight and customized astronaut-detection network. Layers in
blue are the feature-extraction modules. Layers in the dashed box are characterized by abundant
cross-layer connections for feature fusion. Layers in green are the two anchor-based detection heads.

Considering the limited number of served astronauts and their possible scales on the
images, only two detection heads are designed, which also reduces the parameters and
improves the network’s real-time performance. The detection head with a 20 × 20 grid
system is mainly responsible for astronaut detection in proximity, while the other head
with a 40 × 40 grid system mainly provides smaller scale detections when astronauts are
far away. As shown in Table 2, three reference bounding boxes of different sizes and shapes
are designed for each anchor to adapt to the diverse postures and orientations of astronauts
during intravehicular activities. A set of correction parameters (∆x, ∆y, σw, and σh) are
estimated with respect to the most similar reference boxes to characterize the final detection,
as shown in Figure 2. Each reference box also outputs the confidence p of the detection.
The two detection heads provide a total of 6000 reference boxes, which is sufficient to cover
all possible scenarios in the space station. To summarize, the astronaut-detection problem
is modeled as a regression problem fitted by a lightweight and customized convolutional
network with 7.02 million trainable parameters.
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Table 2. Detection-head specifications of the lightweight and customized astronaut detector.

Detection Head Grid System Prior Bounding Boxes Ratio Predictions for Each Anchor

1 40 × 40
[100, 200] 1/2

[∆x, ∆y, σw, σh, pi] ×3[200, 100] 2/1
[150, 150] 1/1

2 20 × 20
[200, 400] 1/2

[∆x, ∆y, σw, σh, pi] ×3[400, 200] 2/1
[300, 300] 1/1

Figure 2. A set of correction parameters is estimated with respect to the most similar reference boxes
to characterize the final detection.

2.2. Astronaut-Detection Dataset for Network Fine Tuning

The proposed network cannot maximize its performance before training with an
appropriate dataset. General-purpose datasets such as the COCO [26] and the CrowdHu-
man [27] dataset mismatch the requirements. The incompatibility may be found in the
crowdedness of people, the diversity of people’s postures and orientations, and the scale of
the projections, etc. Even though various data-augmentation techniques can be employed
in the training process, it is difficult to mitigate the mismatches between the daily life scenes
and the actual working scenarios in the space station.

To address the problem, we built a space-station mockup of high fidelity on the ground,
and created a customized dataset for astronaut detection and visual tracking. Volunteers
are invited to imitate the intravehicular activities of astronauts in the space-station mockup.
During data collection, we constantly moved and rotated the camera so that bodies in the
captured images show diverse perspectives. As shown in Figure 3, the proposed dataset
incorporated a variety of scenes such as diverse postures and orientations of astronauts,
partially observable human bodies, illumination variations, and motion blur. In total,
17,824 labeled images were collected, where 12,000 were used as the training dataset while
the remaining 5824 were used as the testing dataset.
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Figure 3. Examples in the customized astronaut-detection dataset.

2.3. Network Pre-Training and Fine Tuning

The astronaut detector is trained in two steps. In the pre-training phase, the network
is fed with a cropped COCO dataset for 300 epochs. The cropped dataset is made by
discarding crowd labels and labels that are too small or not human from the COCO 2017
dataset. The pre-training process will improve the detector’s generalization ability and
reduce the risk of over fitting by incorporating large numbers of samples. In the second
step, the pretrained model is fine-tuned with the customized astronaut-detection dataset
for 100 epochs to obtain the final detector with superior accuracy. The objective function is
kept the same in both steps and is formulated as a weighted sum of the confidence loss and
the bounding-box regression loss.

Loss =
1
A

A

∑
i=1

G

∑
j=1

(
Lcon f

(
pi, p̂ij

)
+ λĉijLloc

(
li, l̂ij

))
(1)

where Lcon f (·) is the cross-entropy confidence loss, Lloc(·) is the bounding-box regression
loss related to the prediction li and the matched target l̂ij where the CIOU [28] criterion is
adopted, ĉij is 1 if the match exists, λ is the weight parameter set to 1, G is the number of
ground truth label, and A is the total number (6000) of reference bounding boxes.

After the two-step training, the proposed detector achieved superior detection ac-
curacy (better than 99%) and recall rate (better than 99%) in the testing dataset, which
outperforms the general-purpose detector and the pre-trained detector. Detailed analyses
will be discussed in Section 5.

The proposed astronaut detector will play an important role in the robust intravehicu-
lar visual navigation in the manned space station to be discussed in Section 3, and support
the astronaut visual tracking and motion prediction to be discussed in Section 4.

3. Visual Navigation in Semi-Structured and Dynamic Environments

In this section, we focus on the problem of robust visual navigation in the semi-
structured and dynamic intravehicular environment, which is the other component of
the overall framework. The problem is addressed using a map-based visual navigation
technique that does not rely on any maker or additional device. The semi-structured
environment makes it unnecessary to use a SLAM-like approach to explore unknown
areas, and a map-based method is more practical and reliable. Moreover, compared with
possible long-term environmental changes, the ability to cope with instant dynamic factors
introduced by various intravehicular activities is more important.
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3.1. Map-Based Navigation in Semi-Structured Environments

A proprietary RGB-D camera is used as the only sensor for mapping and intravehicular
navigation. The RGB-D camera can not only provide color images with rich semantic
information, but also the depth value of each pixel, which can improve the perception of
distance and eliminate scale uncertainties.

(A) Construction of the visual navigation map

In the mapping phase, the RGB-D camera is used to collect a video stream inside the
space-station mockup from various positions and orientations. The collected data covered
the entire space so that few blind areas are introduced. Based on the video stream, three
main steps are utilized to build the final maps for intravehicular navigation.

(1) Build initial map using standard visual SLAM technique.
(2) Maps are optimized to minimize the distortion and the overall reprojection error.
(3) The optimized maps are registered to the space station with a set of known points.

The initial map can be constructed using the Structure from Motion (SFM) tech-
nique [29] or standard visual SLAM technique. In our case, a widely used keyframe-based
SLAM method [30] is adapted to build the initial point cloud map of the space station.
The very first image frame is set as the map’s origin temporarily. The point-cloud map
contains plenty of distinguishable map points for localization and keyframes to reduce
redundancy and assist feature matching. By searching enough associated map points in
the current image, the robot can obtain its 6DoF pose with respect to the map.

In the second step, the map is optimized several times to minimize the overall mea-
surement error, so that the map’s distortion can be reduced as much as possible, and higher
navigation accuracy can be achieved. The optimization problem is summarized as the
minimization of reprojection error of associated map points in all keyframes.

{
Xj, Rk, tk

}
= arg min

K

∑
k=1

M

∑
j=1

ρ

(
cj

k

∥∥∥xj
k − π

(
RkXj + tk

)∥∥∥2
)

(2)

where Xj is the coordinate of the jth map point, Rk and tk are the rotational matrix and
translational vector of the kth keyframe, π(·) is the camera projection function with known
intrinsic parameters, xj

k is the pixel coordinate of the matched feature point in the kth

keyframe with respect to the jth map point, and cj
k is 1 if the match exists. ρ(·) is the robust

Huber cost function to reduce the impact of error matches.
The constrained space in the space station allows for minimal distortion of the maps

after global optimization as compared with applications in large-scale scenes. In the third
step, a set of points with known coordinates are utilized to transform the optimized map to
the world frame of the space station. Various types of maps can be constructed accordingly
for different purposes such as localization, obstacle avoidance and communication [31].
Figure 4 presents three typical maps registered to the space-station mockup. All maps have
an internal dimension of 2 × 4 × 2 m. The point-cloud map shown in Figure 4a contains,
in total, 12,064 map points with distinctive features, and 209 keyframes which are used to
accelerate feature matching for pose initialization and re-localization. Figure 4b,c illustrates
the dense point-cloud map and the octomap [32] constructed concurrently with the sparse
point-cloud map. The clear definition and the straight contours of the mockup in the dense
point cloud and the distinguishable handrails in the octomap proved the high accuracy of
the maps after global optimization (2), which guarantees the accuracy of the map-based
navigation system.
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Figure 4. Various maps constructed and registered to the space-station mockup. (a) The (sparse) point-
cloud map. (b) The dense point-cloud map. (c) Octomap for obstacle avoidance and motion planning.

(B) Map-based localization and orientation

With prebuilt maps, two steps are carried out for intravehicular localization and
orientation. In the first step, the robot tries to obtain an initial estimate of its 6DoF pose from
scratch. This is achieved by comparing the current image with each similar keyframe in the
sparse point-cloud map. Initial pose will be recovered using a PnP solver when enough
2D–3D matches are associated. With an initial pose estimation, local map points are then
projected to the current image to search more 2D–3D matches for pose-only optimization,
which will provide a more accurate localization result. The pose-only optimization problem
can be summarized as the minimization of reprojection error with a static map.

{R, t} = arg min
M

∑
j=1

ρ

(
cj
∥∥∥xj − π

(
RXj + t

)∥∥∥2
)

(3)

where R and t are the rotational matrix and translational vector of the robot with respect to
the world frame, xj is the pixel coordinate of the matched feature point with respect to the
jth map point, and cj is 1 if the match exists.

When the robot succeeds to localize itself for several consecutive frames after initial-
ization or re-localization, frame-to-frame velocity is utilized to provide the initial guess to
search map points, which saves time and helps improve computational efficiency.

3.2. Robust Navigation during Human–Robot Collaboration

The robotic assistant usually works side by side with human astronauts to provide
immediate service. In the constrained intravehicular environment, astronauts can take
a field of vision in front of the robot. Astronauts’ various intravehicular activities can
also occlude the map points and introduce dynamic disturbance to the navigation system.
In such a condition, the robot may be confused to search enough map points for stable
in-cabin localization. The poor localization will, in turn, create uncertainties for the robot
to accomplish various onboard tasks.

To address the problem, we proposed the integrated framework of simultaneous
astronaut accompanying and visual navigation in the dynamic and semi-structured in-
travehicular environment. The framework can not only solve the problem of robust nav-
igation in dynamic scenes during human–robot collaboration, but also assist in tracking
and predicting the short-motion of the served astronaut to provide more satisfactory and
foresighted assistance.

As shown in Figure 5, the framework adopts a multi-thread computing architecture to
ensure real-time performance. The main thread in the red dashed box is mainly responsible
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for image pre-processing and in-cabin visual navigation, whereas the sub thread in the blue
dashed box is mainly responsible for astronaut detection, visual tracking, and trajectory
estimation. Specifically, while the main thread is working on frame registration and
feature extraction, the sub thread tries to detect astronauts in the meantime. The first-
round information exchange between the two threads is carried out at this point. Then,
feature points within the detected bounding boxes are filtered out to avoid large areas of
disturbances to the visual navigation system.

Figure 5. Computational work flow of the integrated framework of simultaneously astronaut ac-
companying and visual navigation in the semi-structured and dynamic intravehicular environment.

While the main thread is working on 6DoF pose initialization and optimization, the sub
thread is idle and can perform some computations such as astronaut skeleton extraction.
The second-round information exchange i8s carried out once the main thread has obtained
the localization result. The optimized 6DoF pose together with the detected bounding
boxes are utilized for astronaut visual tracking and motion prediction in the sub thread,
which will be discussed in Section 4.

The computational burden of the proposed framework is evenly distributed where
the main thread uses mainly CPU resources and the sub thread consumes mainly GPU
resources. The overall algorithm is tested to run at over 30 Hz with a GS66 laptop (low-
power i9@2.4GHz processor and RTX 2080 GPU for notebook).

4. Astronaut Visual Tracking and Motion Prediction

Astronaut visual tracking and motion prediction help the robot track and identify the
served astronaut and provide immediate assistance when required. The solution to the
problem is based on the research into astronaut detection in Section 2 and the research into
robust intravehicular navigation in Section 3.

Specifically, the astronaut visual-tracking problem is to detect and track the movement
of a certain target astronaut in a sequence of images, which is formulated as a maximum
a-posteriori (MAP) estimation problem as

i = arg max Pk
(

p | βk
i , βk−1

t

)
, i = 1, 2, . . . , M (4)

where M is the number of detected astronauts in the current (or kth) frame; βk
i and βk−1

i
are the ith bounding box in the current frame and the target to be matched in the previous
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frame, respectively; and Pk(· | βk
i , βk−1

t ) defines the probability of the match. We seek to
find the bounding box with the largest posterior probability. If no bounding box is matched
for a long time or the wrong bounding box is selected, the tracking task fails.

The posterior probability in Equation (4) is determined by a variety of factors. For ex-
ample, when the 3D position of βk

i is close to the predicted trajectory of the served astronaut,
or the bounding boxes overlap, there is a high match probability. On the contrary, when
the 3D position of βk

i deviates from the predicted trajectory or the geometry mismatches,
the probability will be small. According to the above factors, the overall posterior probability
is decomposed into the trajectory correlation probability Pk

predicton , and the geometric correla-

tion probability Pk
geometry and other clues Pk

others include identity identification probability.

i = arg max Pk
(

p | βk
i , βk−1

t

)
= arg max Pk

predicton

(
p | βk

i

)
Pk

geometry

(
p | βk

i , βk−1
t

)
Pk

others

(
p | βk

i , βk−1
t

) (5)

(A) Matching with predicted trajectory

The served astronaut’s trajectory can be estimated and predicted using the astronaut
detection result in the image flow and the robot’s 6DoF localization information.

Firstly, the 3D position of the astronaut in the robot body frame [xb, yb, zb]
T is obtained

using the camera’s intrinsic parameters. The coordinates are averaged over a set of points
within a small central area in the bounding box to reduce the measurement error. Then,
by incorporating the 6DoF pose {R, t} of the robot (3), the astronaut’s 3D position can be
transformed to be represented in the world frame of the space station [xw, yw, zw]T . xw

yw
zw

 = RT

 xb
yb
zb

− t

 (6)

The space station usually keeps three axes stabilized to the earth and orbits every 1.5 h.
We assume the space station to be an inertial system when modeling the instant motion
of astronauts. The motion is formulated as a constant acceleration model for simplicity.
For example, when the astronaut moves freely in microgravity, a constant speed can be
estimated and the acceleration is zero. When the astronaut contacts with the surroundings,
a time-varying acceleration can be estimated by introducing a relatively large acceleration
noise in the model. The above motion model and corresponding measurement model are
defined as

xk
w = Axk−1

w + w

zk = Hxk
w + v

(7)

where A ∈ R9×9 is the state transition matrix that determines the relationship between the
current state xk

w ∈ R9 and the previous state xk−1
w , vector zk is the measured 3D position of

the astronaut represented in the world frame, H ∈ R3×9 is the measurement matrix, w is
the time-invariant process noise to characterize the error of the simplified motion model,
and v is the time-invariant measurement noise determined by the positioning accuracy
of the served astronaut. The process and measurement noise are assumed to be white
Gaussian with zero means and covariance matrices of Q and R, respectively.

The nine-dimentional state vector contains the estimated position, velocity, and accel-
eration of the served astronaut represented in the world frame as

xk
w =

[
xk

w yk
w zk

w vk
x,w vk

y,w vk
z,w ak

x,w ak
y,w ak

z,w

]
∈ R9 (8)
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The trajectory of the served astronaut can be predicted with the above constant ac-
celeration model. The update interval is kept the same as the frequency of the overall
astronaut-detection and visual-navigation framework at 30 Hz.

xk−
w = Axk−1

w

Pk− = APk−1 AT + Q
(9)

where P is the state covariance matrix. We propagate Equation (9) for a few seconds to
predict the short-term motion of the served astronaut.

With estimated trajectories, a comparison is made between the prediction and each
bounding box in the current image frame. There would be a high correlation probability if
the 3D position of a certain bounding box is close to the predicted trajectory of the target
astronaut. The trajectory correlation probability is defined as

Pk
predicton

(
p | βk

i

)
= e−α0‖zk

i−xk−
w (1:3)‖ (10)

where zk
i is the measured position of the astronaut in the ith bounding box and α0 is a

non-negative parameter.
Once the match is verified together with other criteria, the measurement will be used

to correct the motion model of the target astronaut.

Kk = Pk−HT(HPk−HT + R)−1

xk
w = xk−

w + Kk(zk − Hxk−
w )

Pk = (I − Kk H)Pk−

(11)

(B) Matching with geometric similarity

Besides trajectory correlation, the geometric similarity of the bounding boxes can also
provide valuable information for visual tracking. The overall algorithm runs at 30 Hz,
and, thus, we assume few changes between consecutive frames to be introduced. Many
criteria can be used to characterize the similarity between bounding boxes. We selected the
most straightforward IOU (intersection over union) criterion. When a certain bounding
box in the current image frame overlaps heavily with the target in the previous frame, there
would be a high matching probability. The geometric correlation probability is defined as

Pk
geometry

(
p | βk

i , βk−1
t

)
= e−α1(1−IOU) (12)

where α1 is a non-negative parameter, and a larger α1 will give more weight to the
IOU criterion.

(C) Matching with other clues

Some other clues can also be incorporated to assist astronaut visual tracking. For ex-
ample, face recognition is helpful for initial identity confirmation and tracking recovery
after long-time loss. The corresponding posterior probability is formulated as

Pk
others

(
p | βk

i , βk−1
t

)
=


1.0, matched
0.5, not sure
0.0, not matched

(13)

During the experiments, we only applied the trajectory and geometric correlation
probabilities into the framework. The face-recognition part is out of the scope of this paper,
and can be referenced from our previous work [18].
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5. Experimental Results and Discussion

Experiments were carried out to evaluate each component of the proposed frame-
work in Section 5.1 (astronaut detection) and Section 5.2 (visual navigation) respectively.
The overall performance is verified and discussed in Section 5.3.

5.1. Evaluation of the Customized Astronaut Detector

The performance of the proposed astronaut-detection network is evaluated in the
testing dataset (5824 images) collected in the space-station mockup. As shown in Figure 6,
the fine-tuned detector shows an AP@0.5 of 99.36%, which outperforms the general-purpose
detection network (85.06%) and the pretrained detector (90.78%). The superior performance
of the astronaut detector benefited from the customized network structure designed for in-
travehicular applications and the proposed astronaut-detection dataset to mitigate possible
domain inconsistency.

Figure 6. Comparison of the precision-recall curves of three detectors in the task of astronaut detection
in the space-station mockup.

Figure 7 presents some typical results for comparative studies. All three networks
achieved satisfactory detection when volunteers are close to the upright posture. The general-
purpose network may give some false bounding boxes that do not exist in the mockup, such
as a clock. When astronauts’ body postures or orientations are significantly different from
daily life scenes on the ground, both the general-purpose detector and the pretrained detec-
tor degrade. A large number of missed detections and poor detections can be found. On the
other hand, the fine-tuned astronaut detector still guarantees its performance when dealing
with the challenging task. It is worth mentioning that all networks showed satisfactory
performance to cope with illumination variation and motion blur without implementing
image-enhancement algorithms [33].

The proposed astronaut detector showed superior performance to cope with the rich
body postures and orientations. The estimated pixel coordinates of the bounding boxes are
also more accurate than its competitors. The proposed detector runs at over 80 Hz on a
GS66 laptop, proving the sufficiency for real-time performance.

5.2. Evaluation of Map-Based Navigation in Semi-Structured and Dynamic Environments

Experiments were conducted in the mockup to test the accuracy and robustness of the
proposed map-based navigation system in both static and dynamic scenarios. As shown in
Figure 8a, the mockup has an internal dimension of 2 × 4 × 2 m and has high fidelity to a
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real space station. The handrails, buttons, experiment cabinets, and airlock provided stable
visual references for visual navigation.

Figure 7. Astronaut-detection performance of the general-purpose network, pretrained network and
the fine-tuned astronaut detector on the testing dataset.

Figure 8. The ground experimental environment. (a) The space-station mockup of high fidelity.
(b) The humanoid robotic assistant Taikobot used in the experiment.

(A) Performance in static environment

During the experiment, the RGB-D camera is moved and rotated constantly to collect
video streams in the mockup. Four large (60 × 60 cm) Aruco markers [34] are fixed to the
back of the camera to provide reference trajectories for comparison. Figure 9 presents the
results in a static environment. As shown in Figure 9a,b, we performed a large range of
motion in all six translational and rotational directions consecutively. The estimated 6DoF
pose almost coincides with the reference trajectories. Figure 9c presents the corresponding
error curves. The average positional error is less than 1cm (the maximum error does not
exceed 2 cm) and the average three-axis angular error is less than 0.5°. The camera’s overall
trajectory during the experiment is shown in Figure 9d. Two other random trajectories
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were also collected and analyzed as shown in Figure 10 where identical performance was
achieved, proving the feasibility of the proposed navigation method.

Figure 9. Localization and orientation performance of the proposed map-based navigation system in
static environment. (a) Position curves in world frame. (b) Euler angle curves with respect to the
world frame. (c) Positional error and three-axis angular error. (d) The estimated trajectories in the XY
plane of the space-station mockup.

Figure 10. Two random trajectories tested in the space-station mockup (static environment).

(B) Performance in dynamic environment

Next, we evaluate the map-based navigation in dynamic scenes when the robot works
along with human astronauts. As shown in Figure 8b, the humanoid robotic assistant
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Taikobot [35] we developed previously is used this time. The RGB-D camera mounted in
the head of Taikobot is used both for astronaut detection and intravehicular navigation.
During the experiment, the robot moves along with a volunteer astronaut in the mockup
to provide immediate assistance. The astronaut can occasionally require a large field of
vision in front of the robot during intravehicular activities. As shown in Figure 11a,b,
the robot navigates robustly and smoothly in the dynamic environment with the proposed
framework. Based on the stable localization result of the robot, the trajectories of the served
astronaut are also estimated and predicted in the meantime, which will be discussed in
Section 5.3.

Figure 11. Localization performance of the map-based navigation system in dynamic environment.
Red lines are the estimated trajectories of the robotic assistant. Blue and green lines are the estimated
and predicted trajectories of the served astronaut, respectively. (a,b) performance of the proposed
framework. (c,d) performance without feature culling.

By comparison, when we remove the feature-culling module in the framework,
the robot becomes lost several times with the same data input as shown in Figure 11c,d.
The degradation in the navigation system is caused by the dynamic feature points detected
on the served astronauts, which makes it difficult for the robot to locate sufficient references
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for stable in-cabin navigation. As we can see, the poor localization result also led to poor
trajectory estimation of the astronaut.

5.3. Verification of Simultaneous Astronaut Accompanying and Visual Navigation

Based on the robust intravehicular navigation system and the customized astro-
naut detector, the trajectory of the served astronaut can be identified, estimated and
predicted efficiently.

Firstly, we present the results when only one astronaut is served. Figure 12 gives two
typical scenarios where the robot moves along with one astronaut in the mockup. The red
and green curves are the measured and predicted trajectories of the served astronaut,
respectively. The blue curves are the estimated trajectories of the robot by (3). During the
experiments, the astronaut was kept within the robot’s perspective. In both scenarios,
the robot can navigate smoothly in the dynamic scenes, and the astronaut is tracked stably
in the image flow at all times. The predicted trajectories of the astronaut are identical to the
measurements. By applying the proposed motion model, the predictions are also smoothed
compared with the raw measurements.

Figure 12. Experimental results of simultaneous astronaut tracking and visual navigation when the
robotic assistant accompanies one astronaut.

When multiple astronauts coexist, the robot is able to track a certain astronaut to
provide a customized service. The task is more challenging compared with the previous
examples. Figure 13 presents the results of two typical scenarios where the robot works
along with two astronauts at the same time. We take case 4 to discuss in detail. As shown
in the picture series in Figure 13, when the robot has confirmed (red bounding box) the
target astronaut (astronaut A), the other astronaut (astronaut B) enters in the field of
view of the robot. The robot can distinguish the target astronaut from astronaut B by
utilizing the trajectory correlation and geometric similarity criteria (5). The robot tracks
the target astronaut robustly even though the two astronauts move closely and overlap.
The most challenging part occurs when astronaut B moves in between the robot and the
target astronaut. When astronaut A is completely obscured from the robot, tracking loss
is inevitable. However, when astronaut A reappears in the image, the robot recovers the
tracking immediately. It is worth mentioning that only the trajectory and geometry criteria
are used in the tracking process, which have minimal computing burden. Other criteria
such as face recognition can also be incorporated into the framework for tracking recovery
after long-time loss.
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Figure 13. Experimental results of simultaneous astronaut tracking and visual navigation when
multiple astronauts coexist in the space-station mockup. The red bounding boxes in the sequentially
numbered pictures denote the target astronaut. The dotted curves in the two sketches denote the
routes of astronaut B.

6. Conclusions

This paper proposed the framework of simultaneous astronaut accompanying and
visual navigation in the semi-structured and dynamic intravehicular environment. In terms
of the intravehicular navigation problem of IRA, the proposed map-based visual-navigation
framework is able to provide real-time and accurate 6DoF localization results even in
dynamic scenes during human–robot interaction. Moreover, compared with the other map-
based localization methods of IRA in the literature, we achieved superior accuracy (1~2 cm,
0.5◦). In terms of the astronaut visual tracking and short-term motion-prediction problem,
the proposed MAP model with geometric similarity and trajectory correlation hints enables
IRA to distinguish and accompany the served astronaut with minimal calculation from
a moving point of view. The overall framework provided a feasible solution to address
the problem of intravehicular robotic navigation and astronaut–robot coordination in the
manned and constrained space station.
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Abbreviations

IRA Intravehicular robotic assistants
CIMON Crew interactive mobile companion
IFPS Intelligent formation personal satellite
SPHERES Synchronized position hold engage and reorient experimental satellite
ISS Internationall Space Station
JEM Japanese experiment module
FPN Feature pyramid network
PAN Path aggregation network
IOU Intersection over union
CIOU Complete intersection over union
COCO Common object in context
RGB-D Red green blue-depth
SFM Structure from motion
SLAM Simultaneous localization and mapping
PnP Perspective-n-point
AP Average precision
MAP Maximum a posteriori
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