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Abstract: This study deals with the decentralized sampled-data fuzzy tracking control of a quadrotor
unmanned aerial vehicle (UAV) considering the communication delay of the feedback signal. A
decentralized Takagi–Sugeno (T–S) fuzzy approach is adopted to represent the quadrotor UAV as
two subsystems: the position control system and the attitude control system. Unlike most previous
studies, a novel decentralized controller considering the communication delay for the position
control system is proposed. In addition, to minimize the increase in computational complexity, the
Lyapunov–Krasovskii functional (LKF) is configured as the only state required for each subsystem.
The design conditions guaranteeing the tracking performance of the quadrotor UAV are derived as
linear matrix inequalities (LMIs) that are numerically solved. Lastly, the validity of the proposed
design method is verified by comparing the results through simulation examples with and without
communication delay.

Keywords: Takagi–Sugeno (T–S) fuzzy approach; decentralized control; sampled-data control;
communication delay; quadrotor unmanned aerial vehicle (UAV)

1. Introduction

In recent decades, quadrotor unmanned aerial vehicles (UAVs) have been utilized in
many fields, including civil and military, due to their excellent hovering, simple mechanical
structure, and low maintenance cost. However, it is not easy to analyze and design a control
system because the dynamics of a quadrotor UAV is nonlinear. In addition, the quadrotor
UAV is an underactuated system with 6 degrees of freedom using 4 thrusts generated from
2 pairs of rotors rotating in opposite directions. To resolve these difficulties, studies were
conducted on applying various control techniques to control quadrotor UAVs [1], such
as PID control [2–5] and LQR control [6–10] as a linear control method and backstepping
control [11–14], sliding mode control [13–19], and fuzzy control [20–27] as a nonlinear
control method. As for the linear control technology, although PID control is easy to
implement and LQR control can cope with disturbances, the dynamics of quadrotor UAV
has nonlinearity and have to be linearized, so their performance is somewhat limited. As
nonlinear control techniques, backstepping control and sliding-mode control are widely
used to design a robust control system that can cope with disturbances, but the former is
difficult to implement, and the latter has difficultly in coping with the chattering effect.

Recently, the Takagi–Sugeno (T–S) fuzzy approach has received considerable atten-
tion [28,29]. The T–S fuzzy approach is a nonlinear control technique that represents a
given nonlinear system as the convex sum of its linear subsystems, so existing linear control
techniques are easily applicable [30]. Therefore, there are many studies to control quadrotor
UAVs through T–S fuzzy modeling. In early studies related to this, the dynamics of a com-
plex quadrotor UAV was presented as a single T–S fuzzy model to design a controller [20,21].
Meanwhile, focusing on the fact that the quadrotor UAV is an underactuated system, and
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the computational complexity increases due to the large dimension of dynamics, a study
applied a decentralized control technique that divided the entire system into subsystems to
control them [23]. However, since the above-mentioned studies were carried out on the
continuous time domain, it is difficult to apply it to a quadrotor UAV implemented by digi-
tal hardware. From this perspective, the authors of [27] recently represented a quadrotor
UAV as a decentralized T–S fuzzy model and proposed a decentralized sampled-data fuzzy
controller design method. In short, decentralized control and sampled-data control are
required to design a control system for a quadrotor UAV, so more studies applying them
need to be conducted.

On the other hand, memory sampled-data control considering both the sampling
and time delay of a feedback signal was actively studied in recent years [31–35]. In
particular, such a control technique was applied to a multiagent system having a structure
in which a control system received a state with a time delay of another system through
communication [36–38]. The quadrotor UAV receiving the feedback signal from the outside
also sufferred from the communication delay. In this regard, on the basis of memory
sampled-data control, the tracking performance could be improved because the delayed
signal could be effectively handled. Therefore, it is necessary to study the control system
for a quadrotor UAV considering the communication delay of the feedback signal.

From this point of view, we propose a sampled-data fuzzy control technique for
quadrotor UAVs considering the communication delay of the feedback signal. Since the
feedback signal received from the outside of the quadrotor UAV is the state of the position,
it is necessary to control the quadrotor UAV system by dividing it into a position control
system and an attitude control system. Therefore, in this study, the quadrotor UAV is
expressed as the position control system and the attitude control system through decen-
tralized T–S fuzzy modeling, and a decentralized controller design technique is provided.
A novel controller is proposed to consider the delayed state only in the position control
system, and a novel Lyapunov–Krasovskii functional (LKF) for this is also introduced. The
conditions for ensuring the stability of tracking error dynamics of quadrotor UAV and
tracking performance are formulated as an optimal problem in the form of linear matrix
inequalities (LMIs). Lastly, simulation examples are provided to prove the feasibility of
the proposed design technique. The main contributions of this study are summarized
as follows:

1. A novel sampled-data fuzzy tracking controller structure that consists of two different
types of decentralized controllers for a quadrotor UAV with communication delay
is proposed.

2. The LKF introduced in most previous studies on memory sampled-data control is
improved to minimize computational complexity due to dimensional increase from
unnecessary states.

Notations: Throughout this paper, Z≥0 represents a set of all integers greater than or
equal to zero. In denotes the integer set {1, 2, . . . , n} for the positive integer n. N � 0
(resp. N ≺ 0) implies that matrix N is positive (resp. negative) definite. λN denotes the
maximal eigenvalue of the NT(t)N(t). ∗, Sym{N}, col{. . .}, and diag{. . .} denote the
symmetric elements of the symmetric matrix, N + NT , the Euclidean norm for vectors, a
column vector, and a block-diagonal matrix, respectively. I and 0 indicate the identity and
the zero matrices of appropriate dimensions, respectively.

2. Preliminaries and Problem Formulation

In this section, we derive the T–S fuzzy model of tracking error dynamics of the
quadrotor UAV. First, the dynamics of a quadrotor UAV are represented by two subsystems:
a position control system and an attitude control system. Then, we derive the tracking error
dynamics on the basis of T–S fuzzy modeling using the novel fuzzy controller proposed
in this study. Lastly, a design problem is defined to clarify the conditions that should be
satisfied to achieve the main purpose of this paper.
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2.1. Dynamics of the Quadrotor UAV

In general, the dynamic behavior of a quadrotor UAV is described by
(
x(t), y(t), z(t),

φ(t), θ(t), ψ(t)
)
, where

(
x(t), y(t), z(t)

)
represent the position of the center of gravity of

the quadrotor UAV in a given inertial frame, and
(
φ(t), θ(t), ψ(t)

)
are the Euler angles

commonly called roll, pitch, and yaw, respectively [6]. Then, the dynamics of the quadrotor
UAV considered in this paper is represented as follows [7,11]:

ẍ(t) = (cφt sθt cψt + sφt sψt)
ut(t)

m + ∆x(t)
ÿ(t) = (cφt sθt sψt − sφt cψt)

ut(t)
m + ∆y(t)

z̈(t) = cφt cθt
ut(t)

m − g + ∆z(t)

φ̈(t) =
Iy−Iz

Ix
θ̇(t)ψ̇(t) + 1

Ix
uφ(t) + ∆φ(t)

θ̈(t) = Iz−Ix
Iy

φ̇(t)ψ̇(t) + 1
Iy

uθ(t) + ∆θ(t)

ψ̈(t) =
Ix−Iy

Iz
φ̇(t)θ̇(t) + 1

Iz
uψ(t) + ∆ψ(t)

(1)

where snt := sin
(
n(t)

)
and cnt := cos

(
n(t)

)
; ut(t), uφ(t), uθ(t), and uψ(t) denote the

thrust, roll, pitch, and yaw inputs; m is the mass of the quadrotor UAV; g is the gravitational
acceleration constant; Ix, Iy, and Iz indicate the moment of inertia of each axis; ∆x(t), ∆y(t),
∆z(t), ∆φ(t), ∆θ(t), and ∆ψ(t) represent the uncertain terms due to unmodeled dynamics.

The quadrotor dynamics (1) can be divided into the two following subsystems: the
position control system (l = 1) and the attitude control system (l = 2) [27].

η̇l(t) = Al(t)ηl(t) + Bl(t)ul(t) + fl
(
η(t)

)
(2)

where

η(t) = col{η1(t), η2(t)};
η1(t) = col{x(t), y(t), z(t), ẋ(t), ẏ(t), ż(t)} = col{η11(t), . . . , η16(t)};
η2(t) = col

{
φ(t), θ(t), ψ(t), φ̇(t), θ̇(t), ψ̇(t)

}
= col{η21(t), . . . , η26(t)};

u1(t) = col
{

ux(t), uy(t), uz(t)
}

, u2(t) = col
{

uφ(t), uθ(t), uψ(t)
}

;

f1
(
η(t)

)
= col

{
0, 0, 0, ∆x(t), ∆y(t),

(
cφt cθt

cφk cθk

− 1
)

g + ∆z(t)
}

;

f2
(
η(t)

)
= col

{
0, 0, 0, ∆φ(t), ∆θ(t), ∆ψ(t)

}
;

A1(t) =



0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

; A2(t) =



0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 a1η26(t) 0
0 0 0 a2η26(t) 0 0
0 0 0 a3η25(t) 0 0

;

B1(t) =



0 0 0
0 0 0
0 0 0

1/m 0 0
0 1/m 0
0 0 p3(t)/m

; B2(t) =



0 0 0
0 0 0
0 0 0
b1 0 0
0 b2 0
0 0 b3


ux(t) = p1(t)ut(t); uy(t) = p2(t)ut(t); uz(t) = ut(t) − mg

cφk cθk
; p1(t) = cφt sθt cψt + sθt sψt ;

p2(t) = cφt sθt sψt − sθt cψt ; p3(t) = cφt cθt ; a1 =
Iy−Iz

Ix
; a2 = Iz−Ix

Iy
; a3 =

Ix−Iy
Iz

; b1 = 1
Ix

; b2 = 1
Iy

;

b3 = 1
Iz

.



Drones 2022, 6, 280 4 of 19

2.2. T–S Fuzzy Model-Based Tracking Error Dynamics

The dynamics of the quadrotor UAV (2) shows that nonlinear terms exist in A2(t) and
B1(t). In this subsection, we use the T–S fuzzy model-based control approach to deal with
these nonlinear terms and derive tracking error dynamics of quadrotor UAV. The T–S fuzzy
model for (2) is described by the following IF-THEN rule with (l, i) ∈ I2 × Irl :

Ri
l : IF zl1(t) IS Γi

l1 AND · · · AND zlpl
(t) IS Γi

lpl

THEN η̇l(t) = Aliηl(t) + Bliul(t) + fl
(
η(t)

)
, (3)

whereRi
l denotes the ith rule for the lth subsystem; zlq(t) is a premise variable and Γi

lq(t)
is a fuzzy set for zlq(t) with q ∈ Ipl : (p1, p2) = (1, 2); rl denotes the number of fuzzy
rules of each subsystem: (r1, r2) = (2, 4); Ali ∈ R6×6 and Bli ∈ R6×3 are system matrices;
fl
(
η(t)

)
∈ R6 is the unknown piecewise continuous vector function of η(t) representing the

interconnection terms and modeling uncertainty terms satisfying the following assumption:

Assumption 1 ([39]). Time-varying vector function fl
(
η(t)

)
is unknown, but satisfies

f T
l
(
η(t)

)
fl
(
η(t)

)
≤ (ρl)

2ηT(t)FT
l Flη(t),

where ρl > 0 is a bound scalar of the interconnection terms and Fl is a constant matrix of appropriate
dimension.

Applying the general defuzzification method to (3), the lth subsystem can be inferred
as follows:

η̇l(t) =
rl

∑
i=1

wli
(
zl(t)

){
Aliηl(t) + Bliul(t) + fl

(
η(t)

)}
, (4)

where

A1i =



0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

, B1i =



0 0 0
0 0 0
0 0 0

1/m 0 0
0 1/m 0
0 0 χ1i/m

, for i ∈ Ir1;

A2i =



0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 a1χ3i 0
0 0 0 a2χ3i 0 0
0 0 0 a3χ2i 0 0

, B2i =



0 0 0
0 0 0
0 0 0
b1 0 0
0 b2 0
0 0 b3

, for i ∈ Ir2;

wli
(
zl(t)

)
:=

µli
(
zl(t)

)
∑rl

j=1 µl j
(
zl(t)

) ; µli
(
zl(t)

)
:= Πpl

q=1Γi
lq
(
zlq(t)

)
;

Γi
lq
(
zlq(t)

)
:Wzlq ⊂ R→ R[0,1] is the membership function of zlq(t) on the compact setWzlq ;

thus, wli
(
zl(t)

)
∈ [0, 1] and ∑rl

i=1 wli
(
zl(t)

)
= 1. In (4), we designate the premise variable of

the position control system as p3(t) = z11(t) ∈ [−M1,M1] and the premise variables of the
attitude control system as η25(t) = z21(t) ∈ [−M2,M2] and η26(t) = z22(t) ∈ [−M3,M3],
whereMk with k ∈ I3 is a known positive scalar. Then, on the basis of sector nonlinearity
concept [30], we have:

w11
(
z1(t)

)
=

z11(t)− χ12

χ11 − χ12
, w12

(
z1(t)

)
= 1− w11

(
z1(t)

)
,
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w21
(
z2(t)

)
= Γ1

21
(
z21(t)

)
Γ1

22
(
z22(t)

)
, w22

(
z2(t)

)
= Γ1

21
(
z21(t)

)
Γ2

22
(
z22(t)

)
,

w23
(
z2(t)

)
= Γ2

21
(
z21(t)

)
Γ1

22
(
z22(t)

)
, w24

(
z2(t)

)
= Γ2

21
(
z21(t)

)
Γ2

22
(
z22(t)

)
,

Γ1
21
(
z21(t)

)
=

z21(t)− χ23

χ21 − χ23
, Γ2

21
(
z21(t)

)
= 1− Γ1

21
(
z21(t)

)
,

Γ1
22
(
z22(t)

)
=

z22(t)− χ32

χ31 − χ32
, Γ2

22
(
z22(t)

)
= 1− Γ1

22
(
z22(t)

)
,

(χ11, χ12) = (M1,−M1),

(χ21, χ22, χ23, χ24) = (−M2,−M2,M2,M2),

(χ31, χ32, χ33, χ34) = (−M3,M3,−M3,M3).

Remark 1. In (4), external disturbance was not considered. Since this study focused on decentral-
ized control considering the communication delay of a quadrotor UAV, the effect of disturbance was
excluded. There are studies that attenuated the effects of disturbances on the system in previous
quadrotor control studies, which can be easily solved by using the H∞ control [40,41].

Before proceeding, the shorthand notations for any matrix Vli were adopted to improve
readability as follows:

Vl
(
wl(t)

)
:=

rl

∑
i=1

wli
(
zl(t)

)
Vli, Vl

(
wl(tk)

)
:=

rl

∑
i=1

wli
(
zl(tk)

)
Vli.

In this study, the following linear reference model was considered to ensure the
tracking control performance of the quadrotor UAV:

η̇r
l (t) = Ar

l ηr
l (t) + Br

l rl(t), (5)

where ηr
l (t) ∈ R6 and rl(t) ∈ R3 stand for the state and the bounded input vectors of

reference model for the lth subsystem; Ar
l ∈ R6×6 denotes the predefined asymptotically

stable matrix; Br
l ∈ R6×3 is a constant matrix.

Now, we propose a novel decentralized sampled-data fuzzy tracking controller that
considers the time delay of the position control system as follows:

ul(t) := Kl
(
wl(tk)

){
(2− l)ε l(tk − τ) + (l − 1)ε l(tk)

}
, for t ∈ [tk, tk+1), (6)

where ε l(t) := ηl(t)− ηr
l (t) denotes the tracking error vector of lth subsystem; Kli ∈ R3×6

is a control gain matrix to be determined; tk > 0 for k ∈ Z≥0 is a kth sampling time that
satisfies tk+1 − tk := hk ≤ h, in which h is the maximum allowable sampling period; τ > 0
represents communication delay.

Remark 2. Unlike the controller of [27], communication delay τ is taken into account in the
controller of the position control system in this study. In fact, since the state and reference of position
ε1(t) and r1(t) are received through communication with the outside, it is necessary to consider the
communication delay.

Remark 3. There are many recent studies using a sampled-data controller including time-delay
called memory sampled-data control [31,32,35]. However, as shown in (6), this study proposes a
novel controller structure that consists of two types of decentralized controllers, and enables the use
of proper controllers to each subsystem: a sampled-data controller with communication delay as
the position control system (l = 1) and a sampled-data controller without communication delay as
the attitude control system (l = 2). Deriving the theorem using this complex type of controller is
challenging, as it requires introducing a different LKF for each control system, and this complicates
the formula.
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Then, from (4) and (5) with (6), the tracking error dynamics of lth subsystem can be
derived as follows:

ε̇ l(t) = η̇l(t)− η̇r
l (t)

= Al
(
wl(t)

)
ηl(t) + Bl

(
wl(t)

)
Kl
(
wl(tk)

){
(2− l)ε l(tk − τ) + (l − 1)ε l(tk)

}
+ fl

(
η(t)

)
− Ar

l ηr
l (t)− Br

l rl(t) (7)

= Al
(
wl(t)

)
ε l(t) + Bl

(
wl(t)

)
Kl
(
wl(tk)

){
(2− l)ε l(tk − τ) + (l − 1)ε l(tk)

}
+ Γl(wl(t)

)
ηr

l (t)− Br
l rl(t) + fl

(
η(t)

)
where Γl(wl(t)

)
:= Al

(
wl(t)

)
− Ar

l .
The main objective of this paper is to solve the following design problem:

Problem 1. Design the decentralized sampled-data fuzzy tracking controller (6), such that

1. the equilibrium of ε l(t) is asymptotically stable when ηr
l (t) = 0, rl(t) = 0, and fl

(
η(t)

)
= 0;

2. the following inequality is guaranteed for a given positive scalar γl :

∑2
l=1
∫ t f

0 εT
l (s)ε l(s)ds−Vl(0)

∑2
l=1
∫ t f

0

{
(ηr

l (s))
Tηr

l (s) + rT
l (s)rl(s) + 1

2 ηT(s)η(s)ds
} ≤ γ2

l ,

where t f ≥ 0 denotes the termination time of control, and Vl(0) represents a value of the
scalar function Vl(t) at t = 0.

2.3. Required Lemmas

Lemma 1 ([42]). Let ν(t) ∈ [a, b) and ν(a) = 0. Then, the following inequality holds for any
positive definite matrix Q ∈ Rn×n:

∫ b

a
νT(s)Qν(s)ds ≤ 4(b− a)2

π2

∫ b

a
ν̇T(s)Qν̇(s)ds.

Lemma 2 ([43]). For some positive definite matrix Rp with p ∈ I2 and full rank matrix Zij of
appropriate dimension, the following inequality always holds:

−
∫ t

tk

[
ε̇(s)
ε(s)

]T[R1 ∗
0 R2

][
ε̇(s)
ε(s)

]
ds ≤ (t− tk)ζ

T(t)
[
Z1 Z2

][R−1
1 ∗
0 R−1

2

][
ZT

1
ZT

2

]
ζ(t)

+ 2ζT(t)
[
Z1 Z2

][ε(t)− ε(tk)∫ t
tk

ε(s)ds

]
,

where Zi := col
{
Zi1,Zi2, . . . ,Ziq

}
.

Lemma 3 ([44]). For any t ∈ [tk, tk+1) with k ∈ Z≥0, a symmetric matrix Ψij with (i, j) ∈ Ir ×
Ir, and a given scalar δ, if normalized membership functions satisfy |wi

(
z(t)

)
− wi

(
z(tk)

)
| ≤ δi,

r

∑
i=1

r

∑
j=1

wi
(
z(t)

)
wj
(
z(tk)

)
Ψij � 0
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holds if there exist symmetric matrices Sij and Vij and any matricesWij = WT
ji andWi(j+r) =

WT
(j+r)i with (i, j) ∈ Ir × Ir, such that the following LMIs hold:

T � 0,
U−ij + U−ji � Wij +Wji,

Ψij − 2U−ij −∑r
k=1 δk

(
U+

ik + U+
kj

)
� Wi(j+r) +W(j+r)i,

where

T :=
[
T1 T2
∗ T1

]
;

T1 :=

W11 · · · W1r
...

. . .
...

Wr1 · · · Wrr

; T2 :=

W1(r+1) · · · W1(2r)
...

. . .
...

Wr(r+1) · · · Wr(2r)

;

U−ij := Sij − Vij; U+
ij := Sij + Vij.

3. Main Results

Before deriving the main theorem, we propose the following novel LKF for tracking
error dynamics (7):

V(t) =
2

∑
l=1

Vl(t) =
2

∑
l=1

(
Vl1(t) + (2− l)Vl2(t) + (l − 1)Vl3(t)

)
(8)

where

Vl1(t) = εT
l (t)Plε l(t);

Vl2(t) = (hl + τ)2
∫ t

tk−τ
ε̇T

l (s)Qε̇ l(s)ds

− π2

4

∫ t

tk−τ

{
ε l(s)− ε l(tk − τ)

}T
Q
{

ε l(s)− ε l(tk − τ)
}

ds;

Vl3(t) = (tk+1 − t)
∫ t

tk

[
ε̇ l(s)
ε l(s)

]T[R1 0
∗ R2

][
ε̇ l(s)
ε l(s)

]
ds;

Pl ∈ R6×6 with l ∈ I2, Q ∈ R6×6, and Rp ∈ R6×6 with p ∈ I2 are positive definite matrices
to be determined.

Remark 4. As can be seen in (8), when l = 1, V12 required for a sampled-data controller with
delay is configured, and when l = 2, V23 required for a sampled-data controller without delay is
configured. Therefore, the LKF in this study is proposed as the minimal configuration required
to guarantee the stability of the tracking error dynamics of the position control system with the
communication delay.

Remark 5. In many recent studies [31–35], the LKF proposed in [42] was used that includes a
time-delayed state. However, if the LKF contains states that are not used by the system and controller,
the dimensionality of the augmented states that need to be configured increases, leading to increase
in computational complexity. Therefore, it is necessary to let an LKF contain only the state used
by the system and the controller. In this study, since the controller used in the position control
system only feedbacks ε l(tk − τ), information on other states is unnecessary. From this point of
view, inspired from [42], we suggest a novel discontinuous LKF Vl2(t) that does not include the
unnecessary state.
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In this section, the following vector and matrix nomenclature is used to simplify
expressions:

ζl0(t) := col{ε l(t), ε̇ l(t), ηr
l (t), rl(t)},

ζ1(t) := col{ε1(tk − τ), ζ10(t)}, ζ2(t) := col
{

ε2(tk), ζ20(t),
∫ t

tk

ε2(s)ds
}

,

I1j :=
[
06×6(j−1) I6×6 06×6(4−j) 06×3

]T
,

I2j :=
[
06×6(j−1) I6×6 06×6(4−j) 06×9

]T
, for j ∈ I4,

I15 :=
[
03×24 I3×3

]T , I25 :=
[
03×24 I3×3 03×6

]T , I26 :=
[
06×27 I6×6

]T .

Now, we propose the following theorem to give a solution that satisfies the given
design criteria in Problem 1:

Theorem 1. For given positive scalars hl , ρl , αl , βl , and λFl with l ∈ I2 and a gain matrix Kl j
with (l, j) ∈ I2 × Irl of the decentralized sampled-data fuzzy tracking controller (6), if there exist
positive definite matrices P1, P2, Q, R1, and R2, full rank matrices Ml with l ∈ I2, and Zpq with
(p, q) ∈ I2 × I6, such that the following LMI-based inequality conditions hold, the error dynamics
of a quadrotor UAV (7) meets the given design criteria in Problem 1:

minimize γ1 + γ2 subject toΩ1ij Λ1MT
1

∗ − γ2
1

2ρ2
1λF1

I

 ≺ 0, for (i, j) ∈ I2 × I2, (9)

Ω2ij + h2(I23R1 IT
23 + I22R2 IT

22) Λ2MT
2

∗ − γ2
2

2ρ2
2λF2

I

 ≺ 0, for (i, j) ∈ I4 × I4, (10)


Ω2ij Λ2MT

2 h2Z1 h2Z2

∗ − γ2
2

2ρ2
2λF2

I 0 0

∗ ∗ −h2R1 0
∗ ∗ ∗ −h2R2

 ≺ 0, for (i, j) ∈ I4 × I4, (11)

where

Ω1ij := I12 IT
12 + (h1 + τ)2 I13QIT

13 −
π2

4
(I12 − I11)Q(I12 − I11)

T − γ2
1(I14 IT

14 + I15 IT
15)

+ Sym
{

I12P1 IT
13 + Λ1MT

1

(
− IT

13 + A1i IT
12 + B1iK1j IT

11 + Γ1i IT
14 − Br

1 IT
15

)}
;

Ω2ij := I22 IT
22 − γ2

2(I24 IT
24 + I25 IT

25) + Sym
{

I22P2 IT
23 + Λ2MT

2

(
− IT

23 + A2i IT
22 + B2iK2j IT

21

+Γ2i IT
24 − Br

2 IT
25 +Z1 IT

22 −Z1 IT
21 +Z2 IT

26

)}
;

Λl = Il2 + αl Il3 +
(

β1(2− l) + β2(l − 1)
)

Il1;

Γli = Ali − Ar
l .

Proof. In (8), the positiveness of Vl1 and Vl3 can be easily ensured from positive definite
matrices Pl and Rp with (l, p) ∈ I2 ×I2. Next, since ε l(s)− ε l(tk − τ) = 0 when s = tk − τ,
applying Lemma 1 to the last term of Vl2(t) yields
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Vl2(t) ≥ (hl + τ)2
∫ t

tk−τ
ε̇T

l (s)Qε̇ l(s)ds− (t− tk + τ)2
∫ t

tk−τ
ε̇T

l (s)Qε̇ l(s)ds

=
{
(hl + τ)2 − (t− tk + τ)2

} ∫ t

tk−τ
ε̇T

l (s)Qε̇ l(s)ds. (12)

From (12) with hl ≥ t − tk and Q � 0, the positiveness of Vl2(t) can be guaranteed.
Therefore, the positiveness of V(t) proposed in (8) is established.

Differentiating Vl1(t) ,Vl2(t), and Vl3(t) with respect to t, we have

V̇l1(t) = 2εT
l (t)Pl ε̇ l(t), (13)

V̇l2(t) = (hl + τ)2 ε̇T
l (t)Qε̇ l(t)−

π2

4

[
ε l(t)− ε l(tk − τ)

]T
Q
[
ε l(t)− ε l(tk − τ)

]
, (14)

V̇l3(t) = (tk+1 − t)
[

ε̇ l(t)
ε l(t)

]T[R1 0
∗ R2

][
ε̇ l(t)
ε l(t)

]
−
∫ t

tk

[
ε̇ l(s)
ε l(s)

]T[R1 0
∗ R2

][
ε̇ l(s)
ε l(s)

]
ds. (15)

Applying Lemma 2 to the last term of (15) yields

−
∫ t

tk

[
ε̇ l(s)
ε l(s)

]T[R1 0
∗ R2

][
ε̇ l(s)
ε l(s)

]
ds

≤ (t− tk)ζ
T
l (t)

[
Z1 Z2

][R−1
1 0
∗ R−1

2

][
ZT

1
ZT

2

]
ζl(t) + 2ζT

l (t)
[
Z1 Z2

][ε l(t)− ε l(tk)∫ t
tk

ε l(s)ds

]
, (16)

where Zp = col
{
Zp1, Zp2, . . . , Zp6

}
with p ∈ I2; Zpq ∈ R6×6 for q ∈ {1, 2, 3, 4, 6} and

Zp5 ∈ R3×6. Thus, from (13), (14), and (15) with (16), we have

V̇(t) =
2

∑
l=1

V̇l(t) =
2

∑
l=1

(
V̇l1(t) + (2− l)V̇l2(t) + (l − 1)V̇l3(t)

)
, (17)

where

V̇1(t) = ζT
1 (t)

[
(h1 + τ)2 I13QIT

23 −
π2

4
(I12 − I11)Q(I12 − I11)

T + Sym
{

I12P1 IT
13

}]
ζ1(t);

V̇2(t) ≤ ζT
2 (t)

[
Sym

{
I22P2 IT

23 +Z1 IT
22 −Z1 IT

21 +Z2 IT
26

}
+ (t− tk)

{
Z1R−1

1 Z
T
1 +Z2R−1

2 Z
T
2

}
+ (tk+1 − t)(I23R1 IT

23 + I22R2 IT
22)
]
ζ2(t).

On the other hand, from error dynamics (7), we can easily obtain the following
null term:

0 = 2
[

Mlε l(t) + αl Ml ε̇ l(t) + β1(2− l)Mlε l(tk − τ) + β2(l − 1)Mlε l(tk)
]T

×
[
− ε̇ l(t) + Al

(
wl(t)

)
ε l(t) + Bl

(
wl(t)

)
Kl
(
wl(tk)

){
(2− l)ε l(tk − τ) + (l − 1)ε l(tk)

}
+ Γl

(
wl(t)

)
ηr

l (t) + fl
(
η(t)

)
− Br

l rl(t)
]

= 2
[

Mlε l(t) + αl Ml ε̇ l(t) + β1(2− l)Mlε l(tk − τ) + β2(l − 1)Mlε l(tk)
]T

(18)

×
[
− ε̇ l(t) + Al

(
wl(t)

)
ε l(t) + Bl

(
wl(t)

)
Kl
(
wl(tk)

){
(2− l)ε l(tk − τ) + (l − 1)ε l(tk)

}
+ Γl

(
wl(t)

)
ηr

l (t)− Br
l rl(t)

]
+ 2
[

Mlel(t) + αl Ml ėl(t) + β1(2− l)Mlel(tk − τ) + β2(l − 1)Mlel(tk)
]T

fl
(
η(t)

)
.
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On the basis of well-known matrix inequality [45]: XTY + XYT ≤ εXTX + ε−1YTY and
Assumption, the last term of (18) yields

2
[

Mlel(t) + αl Ml ėl(t) + β1(2− l)Mlel(tk − τ) + β2(l − 1)Mlel(tk)
]T

fl
(
η(t)

)
≤ εl

[
Mlel(t) + αl Ml ėl(t) + β1(2− l)Mlel(tk − τ) + β2(l − 1)Mlel(tk)

]T
(19)

×
[

Mlel(t) + αl Ml ėl(t) + β1(2− l)Mlel(tk − τ) + β2(l − 1)Mlel(tk)
]

+ ε−1ρ2
l ηT(t)FT

l Flη(t).

Adding Hl = εT
l (t)ε l(t)− γ2

l

{
(ηr

l (t))
Tηr

l (t) + rT
l (t)rl(t) + 1

2 ηT(t)η(t)
}
≥ 0 to V̇l(t)

to ensure the second condition in Problem 1, and taking (17) and (18) with (19) into account,
we have

Ṽ1(t) := V̇1(t) +H1

≤ ζT
1 (t)

[
I12 IT

12 + (h1 + τ)2 I13QIT
13 −

π2

4
(I12 − I11)Q(I12 − I11)

T

− γ2
1

(
I14 IT

14 + I15 IT
15

)
+ ε1Λ1MT

1 (Λ1MT
1 )

T

+ Sym
{

I12P1 IT
13 + Λ1MT

1

(
− IT

13 + A1
(
w1(t)

)
IT
12 + B1

(
w1(t)

)
K1
(
w1(tk)

)
IT
11

+Γ1
(
w1(t)

)
IT
14 − Br

1 IT
15

)}]
ζ1(t) + ηT(t)

(
ε−1

1 ρ2
1FT

1 F1 −
γ2

1
2

I

)
η(t),

Ṽ2(t) := V̇2(t) +H2

≤ ζT
2 (t)

[
I22 IT

22 − γ2
2(I24 IT

24 + I25 IT
25) + ε2Λ2MT

2 (Λ2MT
2 )

T

+ Sym
{

I22P2 IT
23 + Λ2MT

2

(
− IT

23 + A2
(
w2(t)

)
IT
22 + B2

(
w2(t)

)
K2
(
w2(tk)

)
IT
21

+Γ2
(
w2(t)

)
IT
24 − Br

2 IT
25

)
+Z1 IT

22 −Z1 IT
21 +Z2 IT

26

}
+ (tk+1 − t)

(
I23R1 IT

23 + I22R2 IT
22

)
+ (t− tk)

{
Z1R−1

1 Z
T
1 +Z2R−1

2 Z
T
2

}]
ζ2(t) + ηT(t)

(
ε−1

2 ρ2
2FT

2 F2 −
γ2

2
2

I

)
η(t),

where Λl := Il2 + αl Il3 +
(

β1(2− l) + β2(l − 1)
)

Il1. Then, the sufficient conditions for
Ṽl < 0 can be rewritten as follows:

ζT
1 (t)

[
Ω1
(
w1(t), w1(tk)

)
+ ε1Λ1MT

1 (Λ1MT
1 )

T

]
ζ1(t) < 0, (20)

ζT
2 (t)

[
Ω2
(
w2(t), w2(tk)

)
+ ε2Λ2MT

2 (Λ2MT
2 )

T

]
ζ2(t)

+ (tk+1 − t)(I23R1 IT
23 + I22R2 IT

22) + (t− tk)
(
Z1R−1

1 Z
T
1 +Z2R−1

2 Z
T
2
)
< 0, (21)

ε−1
l ρ2

l λFl −
γ2

l
2

= 0 ⇔ ε−1
l =

γ2
l

2ρ2
l λFl

, (22)

where

Ω1
(
w1(t), w1(tk)

)
:= I12 IT

12 + (h1 + τ)2 I13QIT
13 −

π2

4
(I12 − I11)Q(I12 − I11)

T

− γ2
1(I14 IT

14 + I15 IT
15) + Sym

{
I12P1 IT

13 + Λ1MT
1

(
− IT

13 + A1
(
w1(t)

)
IT
12
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+B1
(
w1(t)

)
K1
(
w1(tk)

)
IT
11 + Γ1

(
w1(t)

)
IT
14 − Br

1 IT
15

)}
;

Ω2
(
w1(t), w1(tk)

)
:= I22 IT

22 − γ2
2(I24 IT

24 + I25 IT
25) + Sym

{
I22P2 IT

23 + Λ2MT
2

(
− IT

23

+ A2
(
w2(t)

)
IT
22 + B2

(
w2(t)

)
K2
(
w2(tk)

)
IT
21 + Γ2

(
w2(t)

)
IT
24 − Br

2 IT
25

+Z1 IT
22 −Z1 IT

21 +Z2 IT
26

)}
.

Moreover, from h2 ≥ tk+1 − tk, we can obtain the following sufficient conditions for (21):

Ω2
(
w2(t), w2(tk)

)
+ ε2Λ2MT

2 (Λ2MT
2 )

T + h2(I23R1 IT
23 + I22R2 IT

22) ≺ 0, (23)

Ω2
(
w2(t), w2(tk)

)
+ ε2Λ2MT

2 (Λ2MT
2 )

T + h2
(
Z1R−1

1 Z
T
1 +Z2R−1

2 Z
T
2
)
≺ 0. (24)

Applying The Schur complement to (20), (23), and (24) yields

Ψ1
(
w1(t), w1(tk)

)
:=
[

Ω1
(
w1(t), w1(tk)

)
Λ1MT

1
∗ −ε−1

1 I

]
≺ 0, (25)

Ψ1
2
(
w2(t), w2(tk)

)
:=
[

Ω2
(
w2(t), w2(tk)

)
+ h2(I23R1 IT

23 + I22R2 IT
22) Λ2MT

2
∗ −ε−1

2 I

]
≺ 0, (26)

Ψ2
2
(
w2(t), w2(tk)

)
:=


Ω2
(
w2(t), w2(tk)

)
Λ2MT

2 h2Z1 h2Z2
∗ −ε−1

2 I 0 0
∗ ∗ −h2R1 0
∗ ∗ ∗ −h2R2

 ≺ 0. (27)

Substituting (22) into (25)–(27), we obtain LMIs (9)–(11). Thus, if (9)–(11) hold, the following
inequality is guaranteed:

V̇l(t) +Hl ≤ 0, for l ∈ I2. (28)

Integrating (28) from 0 to t f , we have

−Vl(0) +
∫ t f

0
Hldt ≤ −Vl(t f ). (29)

From (29) with the positiveness of Vl(t), the second condition in Problem 1 is satisfied.
Moreover, from (28) when ηr

l (t) = 0, rl(t) = 0, and fl
(
η(t)

)
= 0, we obtain V̇l(t) ≤

−εT
l (t)ε l(t) ≤ 0, which means that the first condition in Problem 1 is also guaranteed. This

completes the proof of Theorem 1.

Remark 6. When deriving the LMI condition using the sampled-data fuzzy controller, membership
functions wli

(
zl(t)

)
and wl j

(
zl(tk)

)
are mismatched, so this problem needs to be considered.

Therefore, to handle the mismatched membership functions, Lemma 3 is introduced into this study.

Now, we provide the design condition for finding the gain matrix Kl j of the decentral-
ized sampled-data fuzzy tracking controller (6) on the basis of Theorem 1 by considering
the mismatched membership function.

Theorem 2. For given positive scalars hl , ρl , αl , βl , λFl , and δnk if there exist positive definite
matrices P̄1, P̄2, Q̄, R̄1, and R̄2, full rank matrices M̄l and Z̄pq, symmetric matrices Snij and
Vnij, and any matrices Wnij = WT

nji and Wni(j+r) = WT
n(j+r)i, and K̄l j with (l, p, q, n, i, j) ∈

I2 × I2 × I6 × I3 × Irl × Irl , such that the following LMI-based inequality conditions hold, then
the error dynamics of a quadrotor UAV (7) meets the given design criteria in Problem 1 with the
obtained gain matrix Kl j:
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minimize γ1 + γ2 subject to

Tn � 0, for n ∈ I3, (30)

U−nij + U
−
nji � Wnij +Wnji, (31)

− Ξnij − 2U−nij −
r

∑
k=1

δnk

(
U+

nik + U
+
nkj

)
� Wni(j+r) +Wn(j+r)i, (32)

for

{
(i, j) ∈ Ir1 × Ir1 if n = 1,
(i, j) ∈ Ir2 × Ir2 if n ∈ {2, 3},

where

Ξ1ij :=


Ω̄1ij Λ1 I12M̄T

1

∗ − γ2
1

2ρ2
1λF1

I 0

∗ ∗ −I

; (33)

Ξ2ij :=

Ω̄2ij + h2(I23R̄1 IT
23 + I22R̄2 IT

22) Λ2 I22M̄T
2

∗ − γ2
2

2ρ2
2λF2

I 0

∗ ∗ −I

; (34)

Ξ3ij :=


Ω̄2ij Λ2 h2Z̄1 h2Z̄2 I22M̄T

2

∗ − γ2
2

2ρ2
2λF2

I 0 0 0

∗ ∗ −h2R̄1 0 0
∗ ∗ ∗ −h2R̄2 0
∗ ∗ ∗ ∗ −I

; (35)

Ω̄1ij := (h1 + τ)2 I13Q̄IT
13 −

π2

4
(I12 − I11)Q̄(I12 − I11)

T − γ2
1(I14 IT

14 + I15 IT
15)

+ Sym
{

I12P̄1 IT
13 + Λ1

(
− M̄1 IT

13 + A1i M̄1 IT
12 + B1iK̄1j IT

11 + Γ1i IT
14 − Br

1 IT
15

)}
;

Ω̄2ij := −γ2
2(I24 IT

24 + I25 IT
25) + Sym

{
I22P̄2 IT

23 + Λ2

(
− M̄2 IT

23 + A2i M̄2 IT
22

+B2iK̄2j IT
21 + Γ2i IT

24 − Br
2 IT

25 + Z̄1 IT
22 − Z̄1 IT

21 + Z̄2 IT
26

)}
;

Tn :=
[
Tn1 Tn2
∗ Tn1

]
; Tn1 :=

Wn11 · · · Wn1r
...

. . .
...

Wnr1 · · · Wnrr

; Tn2 :=

Wn1(r+1) · · · Wn1(2r)
...

. . .
...

Wnr(r+1) · · · Wnr(2r)

;

U−nij := Snij − Vnij; U+
nij := Snij + Vnij.

In addition, the control gain matrix is obtained with Kl j = K̄l j M̄−1
l .

Proof. Define M̄l := M−1
l , P̄l := M̄T

l Pl M̄l , Q̄ := M̄T
1 QM̄1, R̄ := M̄T

2 RM̄2, K̄l j := Kl j M̄l ,
Z̄q := M̄T

l Zq M̄l . Then, by applying congruence transformation diag{M̄1, M̄1, M̄1, I, I, I}
to (25), the following inequality is obtained:

Ψ̄1
(
w1(t), w1(tk)

)
:=

Ω̄1
(
w1(t), w1(tk)

)
+ I12M̄T

1 M̄1 IT
12 Λ1

∗ − γ2
1

2ρ2
1λF1

I

 ≺ 0, (36)

where

Ω̄1
(
w1(t), w1(tk)

)
:= (h1 + τ)2 I13Q̄IT

13 −
π2

4
(I12 − I11)Q̄(I12 − I11)

T − γ2
1(I14 IT

14 + I15 IT
15)
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+ Sym
{

I12P̄1 IT
13 + Λ1

(
− M̄1 IT

13 + A1
(
w1(t)

)
M̄1 IT

12

+B1
(
w1(t)

)
K̄1
(
w1(tk)

)
IT
11 + Γ1

(
w1(t)

)
IT
14 − Br

1 IT
15

)}
.

Next, using the congruence transformation diag{M̄2, M̄2, M̄2, I, I, M̄2, I} to (26) and
diag{M̄2, M̄2, M̄2, I, I, M̄2, I, M̄2, M̄2} to (27), we have

Ψ̄2
1
(
w2(t), w2(tk)

)
:=

Ω̄2
(
w2(t), w2(tk)

)
+ I22M̄T

2 M̄2 I22 + h2(I23R̄1 IT
23 + I22R̄2 IT

22) Λ2

∗ − γ2
2

2ρ2
2λF2

I

 ≺ 0, (37)

Ψ̄2
2
(
w2(t), w2(tk)

)

:=


Ω̄2
(
w2(t), w2(tk)

)
+ I22M̄T

2 M̄2 I22 Λ2 h2Z̄1 h2Z̄2

∗ − γ2
2

2ρ2
2λF2

I 0 0

∗ ∗ −h2R̄1 0
∗ ∗ ∗ −h2R̄2

 ≺ 0. (38)

where

Ω̄2
(
w1(t), w1(tk)

)
:= −γ2

2(I24 IT
24 + I25 IT

25) + Sym
{

I22P̄2 IT
23 + Λ2

(
− M̄2 IT

23

+ A2
(
w2(t)

)
M̄2 IT

22 + B2
(
w2(t)

)
K̄2
(
w2(tk)

)
IT
21 + Γ2

(
w2(t)

)
IT
24 − Br

2 IT
25

+Z̄1 IT
22 − Z̄1 IT

21 + Z̄2 IT
26

)}
.

Now, using the Schur complement and without the shorthand notation, (36) and (37),
(38) can be rewritten as

∑r1
i=1 ∑r1

j=1 w1i
(
z1(t)

)
w1j
(
z1(tk)

)
Ξ1ij ≺ 0,

∑r2
i=1 ∑r2

j=1 w2i
(
z2(t)

)
w2j
(
z2(tk)

)
Ξ2ij ≺ 0,

∑r2
i=1 ∑r2

j=1 w2i
(
z2(t)

)
w2j
(
z2(tk)

)
Ξ3ij ≺ 0,

(39)

where Ξmij with m ∈ I3 is defined in (33)–(35). Lastly, from Lemma 3, (39) is guaranteed by
the LMIs of (30)–(32). This completes the proof.

4. Simulation Examples

In the simulation, we employed the quadrotor model mimicking the Crazyflie quadro-
tor shown in Figure 1. Considering the configuration of the body and inertial axes depicted
in Figure 1, the relationships between the rotor thrust and control inputs to each axis are
formulated as follows:

Figure 1. Crazyflie 2.0 and its coordinate system.
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ut(t) = T1(t) + T2(t) + T3(t) + T4(t), uφ(t) = d{T3(t) + T4(t)− T1(t)− T2(t)},
uθ(t) = d{T2(t) + T3(t)− T1(t)− T4(t)}, uψ(t) = cd{T2(t) + T4(t)− T1(t)− T3(t)},

where Ti(t) with i ∈ I4 is a thrust force produced by ith rotor in [N]; d is the length from the
center of the quadrotor to the center of each rotor in [m]; and cd is a proportional coefficient
in [Nm/N].

The authors in [46] measured model parameters for the Crazyflie quadrotor, and
the results were as follows: m = 0.0299 [kg], Ix = Iy = 1.935 × 10−5 [kg ·m2], Iz =
2.173× 10−5 [kg ·m2], d = 0.03973 [m], cd = 0.0251 [Nm/N].

The reference model for the attitude control system was designed as follows:

Ar
2 =



0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
−104 0 0 −102 0 0

0 −104 0 0 −102 0
0 0 −103 0 0 −102

, Br
2 =



0 0 0
0 0 0
0 0 0

104 0 0
0 104 0
0 0 104

,

from which we know that the settling time for the roll and pitch axes is 0.0808 s, and that
for the yaw axis is 0.3592 s. Securing the control performance of the roll and pitch axes
is essential for the horizontal position to be stabilized. Thus, we designed the reference
model for the roll and pitch axes to converge faster than that for the yaw axis. In addition,
the reference model for the position control system is as follows:

Ar
1 =



0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
−102 0 0 −101 0 0

0 −102 0 0 −101 0
0 0 −102 0 0 −101

, Br
1 =



0 0 0
0 0 0
0 0 0

102 0 0
0 102 0
0 0 102

,

which indicates that the settling time for all axes is 0.8076 s. Physically, the fast convergence
of the horizontal position causes huge changes in roll and pitch angles, so we chose the
settling time as a reasonable value.

In this simulation, we also assumed that the quadrotor flied in an indoor environment.
Therefore, the position of the quadrotor is measured through an external optical sensor
such as Optitrack or VICON. The measured position information is then transmitted to
the quadrotor through wireless communication, so the position controller feeds back the
delayed information. In this simulation, we assumed that a time delay of up to 30 ms
occurred.

In addition, the onboard computer of the quadrotor runs the attitude controller at
a frequency of 500 Hz due to limitations in hardware performance. On the other hand,
according to the sample period of the external optical sensor, the position controller operates
at 100 Hz.

Now that we dealt with all the information about the simulation configuration, we
find the appropriate gain matrices on the basis of the LMI conditions given in Theorem 2.
The simulations were run in MATLAB 2022a, and the LMIs were solved using YALMIP [47]
as the interface and MOSEK [48] as the solver. Under (α1, β1, λF1 , ρ1, δ1k, h1, τ) = (2, 50,
9.8× 0.13432, 10, 0.3, 0.01, 0.03), (α2, β2, λF2 , ρ2, δ2k, h2) = (0.1, 50, 1, 1, 0.1, 0.002), we solved
LMIs in Theorem 2. From the solution, we obtained the following gain matrices:
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K11 =

−0.9589 −0.0000 −0.0000 −0.5985 −0.0000 0.0000
−0.0000 −0.9589 0.0000 −0.0000 −0.5985 −0.0000
0.0000 −0.0000 −1.6746 0.0000 −0.0000 −0.6604

,

K12 =

−0.9589 −0.0000 −0.0000 −0.5985 0.0000 0.0000
0.0000 −0.9589 0.0000 0.0000 −0.5985 −0.0000
0.0000 −0.0000 −4.1950 −0.0000 0.0000 −1.6476

,

K21 =10−3 ×

−10.0526 0.0013 −0.0004 −9.5376 0.0002 0.0001
−0.0020 −10.1610 −0.0001 0.0001 −9.5381 −0.0003
−0.0074 0.0097 −17.1415 −0.0038 −0.0009 −8.5705

,

K22 =10−3 ×

−10.0526 0.0046 0.0010 −9.5376 0.0022 0.0009
−0.0053 −10.1610 0.0003 −0.0019 −9.5380 −0.0001
0.0040 −0.0058 −17.1076 0.0055 −0.0006 −8.5526

,

K23 =10−3 ×

−10.0525 −0.0037 0.0002 −9.5376 −0.0019 0.0004
0.0027 −10.1609 −0.0005 0.0022 −9.5380 −0.0005
−0.0054 −0.0065 −17.1069 −0.0022 −0.0009 −8.5527

,

K24 =10−3 ×

−10.0525 −0.0001 0.0003 −9.5375 0.0001 0.0006
−0.0006 −10.1610 0.0003 0.0002 −9.5381 −0.0001
0.0020 −0.0038 −17.0993 0.0049 −0.0007 −8.5478

.

By using the gain matrices above, we simulated the quadrotor tracking control. The
objective of the control is to make the system’s state trajectory follow the reference model’s
state trajectory. We plotted the state responses of both the system and the reference model in
Figure 2a,b. In addition, the time responses of the tracking errors are shown in Figure 2c,d.
Moreover, the time responses of the control inputs for control systems are depicted in
Figure 3. The position- and attitude-control systems both achieved the control objective.
The proposed controller also robustly controlled the system despite the 30 ms time delay.

To investigate the effect of considering the time delay in the controller design, we
obtained the position control gain under τ = 0.001, which means that the designed
controller did not compensate for the communication delay in the position control system.
The results are as follows:

K11 =

−2.9403 −0.0000 0.0000 −1.1309 −0.0000 −0.0000
−0.0000 −2.9403 0.0000 −0.0000 −1.1309 0.0000
0.0000 −0.0000 −7.6251 0.0000 −0.0000 −2.1314

,

K12 =

−2.9398 0.0000 0.0000 −1.1306 0.0000 −0.0000
0.0000 −2.9398 0.0000 0.0000 −1.1306 0.0000
0.0000 −0.0000 −11.3024 0.0000 −0.0000 −2.9625

.

Using the above gain matrices, we depict the corresponding position and attitude state
trajectories in Figure 4. Compared with Figure 2, the control result in Figure 4 shows that
the control performance was degraded by the disturbance caused by the communication
delay of position information. Due to the delayed position information, an abrupt change
occurred in the output of the position controller. Therefore, the state trajectory of the
attitude control system oscillated very quickly.



Drones 2022, 6, 280 16 of 19

0 2 4 6 8 10 12 14 16 18 20

-1

-0.5

0

0.5

1

0 2 4 6 8 10 12 14 16 18 20

0

0.5

1

1.5

2

0 2 4 6 8 10 12 14 16 18 20

0

0.5

1

1.5

(a) Position control

0 2 4 6 8 10 12 14 16 18 20

-0.1

-0.05

0

0.05

0.1

0 2 4 6 8 10 12 14 16 18 20

-0.5

0

0.5

0 2 4 6 8 10 12 14 16 18 20

0

0.05

0.1

0.15

0.2

(b) Attitude control

0 2 4 6 8 10 12 14 16 18 20

-0.04

-0.02

0

0.02

0.04

0.06

0.08

(c) Position tracking error

0 2 4 6 8 10 12 14 16 18 20

-0.18

-0.16

-0.14

-0.12

-0.1

-0.08

-0.06

-0.04

-0.02

0

0.02

(d) Attitude tracking error

Figure 2. (a,b): state responses of the system (solid red lines) and the reference model (dashed blue
lines) that were obtained by the position controller compensating for the time delay; (c,d): time
responses of the tracking errors for the position- and attitude-control systems.
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Figure 3. Time responses of the control inputs.
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Figure 4. State responses of the system (solid red lines) and the reference model (dashed blue lines)
that were obtained by the position controller while not compensating for the time delay.

Table 1 provides the quantitative analysis results of the control performance consider-
ing the communication delay. We measured two performance indices: the maximal absolute
error and the root mean squared (RMS) error between the system and reference models.
Table 1 shows that the proposed control design technique effectively enhanced the control
performance when the communication delay occurred in the position control system.

Table 1. Quantitative comparison of position tracking performance according to τ.

Maximum Absolute Error RMS Error
x[m] y[m] z[m] x[m] y[m] z[m]

τ = 0.03 0.0609 0.0351 0.0373 0.0181 0.0187 0.0113
τ = 0.001 0.1131 0.4170 0.7520 0.0298 0.0188 0.0306

5. Conclusions and Future Works

Considering the communication delay, the decentralized sampled-data fuzzy tracking
control method of a quadrotor UAV was proposed. Since the communication delay only
occurs in information related to the position of the quadrotor UAV, it was necessary
to separate the control system into position and attitude. In this regard, decentralized
T–S fuzzy modeling was introduced with a novel decentralized controller. In addition,
in order to reduce the computational complexity, an LKF including only the necessary
information for each control system was constructed. All conditions derived in this study
were represented in terms of LMIs and numerically solved, and the validity and feasibility
of the proposed method were verified through the provided simulation examples.

On the other hand, the effectiveness and validity of the method proposed in this study
were verified only through the simulation examples. Therefore, our future work is to
extend the study to empirical verification taking into account external disturbances and
quantization errors.
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