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Abstract: A key challenge in human–swarm interaction is to design a usable interface that allows the
human operators to monitor and control a scalable swarm. In our study, we restrict the interactions to
only one-to-one communications in local neighborhoods between UAV-UAV and operator-UAV. This
type of proximal interactions will decrease the cognitive complexity of the human–swarm interaction
to O(1). In this paper, a user study with 100 participants provides evidence that visualizing a swarm
as a heat map is more effective in addressing usability and acceptance in human–swarm interaction.
We designed an interactive interface based on the users’ preference and proposed a controlling
mechanism that allows a human operator to control a large swarm of UAVs. We evaluated the
proposed interaction interface with a complementary user study. Our testbed and results establish
a benchmark to study human–swarm interaction where a scalable swarm can be managed by a
single operator.

Keywords: human–swarm interaction; situation awareness; user-centered interface design

1. Introduction

Unmanned aerial vehicles (UAVs) are now commonly used to rapidly gather sit-
uational awareness in emergency responses or security applications. However, most
applications are limited to high operator (n) to vehicle ratios (m), i.e., n ≥ m. This severely
limits the use of inexpensive, low-power, UAVs at scale. Hence, a number of works have
focused on using a swarm of autonomous UAVs [1–3], where the UAVs have high degrees
of autonomy and can coordinate with each other using simple rules and low-power com-
munication. These limitations on computation and communication (e.g., to avoid using up
their battery or to avoid detection by threats) introduce huge challenges when it comes to
monitoring and managing the collective actions of the swarm [4]. Specifically, as the size of
the swarm grows, so does the complexity that human operators face in terms of directing
individual UAVs, orienting to the, possibly delayed, information relayed by the swarm,
and monitoring the health of the swarm (e.g., UAVs may be taken down by threats such as
fires or enemy attack).

Against this background, in this paper, we aim to the improve operator to vehicle
ratios (to n < m) for large scale deployments of UAV swarms. We develop the notion
of human–swarm teaming with proximal interactions, whereby, operators can direct the
swarm via coarse instructions. The operator can have one-to-one interactions (in the worst
case) with members of the swarm. Similarly, individual UAVs can only communicate with
their neighbours (UAVs or human) within a limited range. By ‘coarse instructions’ we
mean that they cannot individually instruct each UAV where to go but set a target for
the swarm to achieve. This control approach is in a similar vein to the indirect parameter
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setting that exists in the literature [5,6]. Indeed, each UAV maintains a high degree of
autonomy and can decide where to go and what to do based on its local inputs.

Our approach builds upon interactive user interfaces to allow operators to visualize
the state of the swarm (state estimation), direct the swarm (control), and monitor the
information it generates (monitoring). Our interfaces combine direct manipulation with
autonomous UAV decision-making. We do not force the swarm to maintain a communi-
cation channel with the human UAVs at all times [7,8]. The operator, instead, uses the
messages that the UAVs broadcast (to their nearest neighbor) to estimate the swarm’s
state. Lindner et al. [9] evaluated the complexity of supervising a swarm of UAVs with a
manned aerial vehicle by displaying the swarm as an avatar to the plane pilots. Despite the
effectiveness in reducing the cognitive complexity, the resolution of the swarm’s coverage
display is greatly sacrificed. The pilots in the study reported that the monitoring of the
swarm was complex and that more swarm autonomy and control options are required.
Patel et al. [10] use an interface with augmented reality to specify the overall goal for the
swarm with a mixture of robot and environment-oriented modalities. We use a more
informative visualization compared to [9] and there is flexible autonomy that allows the op-
erator to adjust the autonomy of the swarm by modifying the messages that are exchanged
with the UAVs [11]. The operator can choose to not intervene and grant full autonomy to
the swarm, which makes our study different from [10]. There are also other studies that
focus on the autonomy level of the swarm [12,13], different human–swarm interaction
methods [10,14,15] and visualization techniques for the human–swarm systems [8,16] but
this paper advances the state of the art in the following ways:

1. In a user study with 100 participants, we evaluated the effect of different visualization
techniques on the usability of human–swarm interaction interface and reported
the result;

2. The preferred visualization method is then used to build an interaction interface. This
method reduces the number of visualizations that an operator has to use to control
and monitor the swarm;

3. We propose a human-in-the-loop collective decision-making method that governs the
human–swarm decisions. Our model is task-generic for human–swarm teaming (i.e.,
the operator is treated as an agent as well) with proximal interactions that allows for
state estimation and control;

4. Through simulation, we demonstrate the effectiveness of the swarm in tracking an
unfolding event (a fire spreading) through minimal interactions by a single operator.

When taken together, our methods and results provide a new benchmark for the
development of human–swarm teaming models and interaction mechanisms that embed
the notion of flexible autonomy.

2. User Evaluation of Human–Swarm Visualization Methods

To explore the basis in which display methods should be designed, this section
presents findings on how users’ acceptance and usability vary between individual UAV
and heat map swarm coverage visualization methods. This user-interaction study provides
the basis in which models, maps, and simulations are constructed in the following sections.

2.1. Design and Procedure

One hundred participants (62 female, 37 male, 1 non-binary) took part in an online
visualization evaluation. Ethical approval was given by the University of Southampton
ethics committee (ERGO number: 66360.A1). To be included in the user-study, partic-
ipants were required to hold a BSc degree or an equivalent qualification. Participants
watched a video of a swarm display showing individual UAVs, followed by a heat map to
represent coverage.

Videos were created by recording a rudimentary UAV simulation displaying only
swarm coverage with no human-interaction involved. Each video consisted of 35 s, where
50 drones were represented using black-point dots or a density heat-map indicating the
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density of UAVs in 2D space. After viewing each video, participants were asked questions
from the System Usability Scale [17] and the System Acceptance Scale [18] to measure how
easily each could be interpreted. After viewing both videos, participants were asked to
provide their preferred display method given a variety of contextual factors related to
swarm size, communication-constrained environments, coverage, time-criticality, error
detection and transparency (see Table 1).

2.2. Results

Responses to the post-study questionnaire were analyzed using chi-square goodness
of fit tests [19] to identify any preferences for heat map or individual drone displays for
a variety of swarm/environmental contexts. The alpha level was corrected using the
Bonferroni method [20], according to the number of analyses conducted. The chi-square
goodness of fit analyses showed that heat maps were preferred when a larger swarm is
being displayed, to display motion and coverage, and when time was a critical factor to
task success (see Table 1). On the other hand, individual drone displays would be preferred
for detecting errors in the swarm. There was no significant difference when communication
would be constrained, when time was not a critical factor of task success, and for being
more transparent with the operator. Table 1 shows the frequency of participants that
reported either individual or heat map displays as their preferred display method, given
each contextual factor.

Table 1. Table to show the frequency of display preferences among users for each contextual factor
and respective Chi-square analysis results.

Contextual Factor Individual Heat Map χ2 p

Larger swarm size 21 79 33.64 0.001 *
Communication constrained 43 57 1.96 0.162
Displaying motion and coverage 31 69 14.44 0.001 *
Time critical 28 72 19.36 0.001 *
Time non-critical 43 57 1.96 0.162
Detecting errors 74 26 23.04 0.001 *
Transparency 44 56 1.44 0.23

Note. Bonferroni Corrected α = 0.0071. * = p < 0.0071.

Two repeated measured ANOVAs [21] were conducted to identify whether the cov-
erage display method had an effect on the System Usability Scores and System Accep-
tance Scores reported by participants. The analyses found a significant effect of display-
type on usability scores (F(1,99) = 22.53, p < 0.001, ηp

2 = 0.185) and acceptance scores
(F(1,99) = 29.89, p < 0.001, ηp

2 = 0.232) indicating that the heat map display method had a
greater level of usability and acceptance among participants when compared with display-
ing individual UAVs. These results show that, overall, heat map displays are perceived as
being more usable, acceptable, and more effective in displaying information when time is
less available and when large numbers of UAVs are being represented.

2.3. Conclusions

This user-study provides evidence that heat map methods are more effective in ad-
dressing usability and acceptance in human–swarm interaction (see Figure 1). Further,
in situations of larger swarm sizes, time-criticality, and displaying motion and coverage,
a heat map has shown to have a higher preference among participants. Conversely, for de-
tecting errors within the swarm, individual drone displays may be more appropriate.
Due to 79 of the participants stating that a larger swarm sizes would be better displayed
via a heat map, this display method shows greater promise for scalability. However, un-
der conditions where detecting errors with individual drones is crucial to task performance,
an individual drone display may be more appropriate, perhaps added as a diagnostic tool in
addition to the heat map display, rather than being the core display method. Given these re-
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sults, a heat map interaction method forms the basis for the development of human–swarm
teaming interactions in the following sections.

Value Error
Individual 31.9 1.469642
Heatmap 36.76 1.499542
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Figure 1. Bar graphs to show mean usability (a) and acceptance (b) scores from subjective measures.
Error bars = 95% CIs.

3. Human–Swarm Teaming Model

In this section, we describe the UAV model and the interactive user interface. We go
on and describe our human–swarm collective decision-making process. We will use the
term UAV and agent interchangeably in the rest of this paper.

3.1. UAV Model

We consider that agents can be heterogeneous in terms of their capabilities (e.g.,
influence, dynamics, sensor). This means that they may gather information differently and
at different speeds. The speed of the UAVs impacts on the delays in gathering information.
In terms of completing a mission, the sensing capabilities may determine the number of
dimensions that an operator has to consider and the size of messages that are exchanged.
Here, we model UAVs that only return information about their own health; for instance,
whether they are flying, the sensors are on or not, and whether they have detected a target
or not. The approach can be extended to cover the detection of different kinds of targets,
and we will leave this for future work. For now, we will only consider UAVs that can
return an integer value denoting the state of their position, for example, the temperature
that may be indicative of a fire, or the number of people in their area. We use a point model
and we do not consider external environmental factors such as gravity, wind, etc.

3.2. Operator and Swarm Interactions

UAVs move around the mission zone, over the human operator, and over the disaster
zone (see Figure 2). We can add an arbitrary number of operators and disaster zones, but in
this paper, our scenario contains one operator, one disaster area, and 15 UAVs. The operator
can communicate with the UAVs that are in their local neighborhood and send/receive
information. Similar to other UAVs, the operator can also move around and explore the
environment, but in this study we assume that the operator is fixed and the UAVs move at
most 5 pixels at each simulation step. In our scenario of disaster management, we set the
position of the human operator and the disaster as important points that need to be noted
and stored by the UAVs. The motivation for marking both operators and disasters is to
facilitate further use cases in disaster management, such as forming a safe path between
the operator and the disaster area (not discussed in this paper).

Our interface design contains two heat maps, a belief and a confidence map, to comply
to the findings of our initial user study (see Section 2). The operator uses these two maps
to observe and control the swarms.



Drones 2021, 5, 131 5 of 16

Operator

Disaster

Agent Belief map Confidence map

Mission zone
600 px

45
 p

x

Belief map Confidence map

30
 p

x

30 px

15
 p

x

15 px 40 px 40 px

40
 p

x

40 px 40 px

40
 p

x

45 px

60
0 

px

Figure 2. A map of a mission zone with UAVs, a disaster, and a human operator. All agents (UAVs
and the operator) have belief and confidence maps with a lower resolution (40 × 40) compared to the
actual images (600 × 600). The operator uses the interface to communicate with the UAVs in their
local neighborhood.

3.2.1. The Belief Map

UAVs continuously explore and observe the mission zone for potential disasters or the
areas with the human operators. A matrix—a belief map—is used as a map representation
of the mission zone. UAVs use the belief map to store their observation of the area.
Figure 3a–c show the formation of the operator’s belief map over time, where the location
of the human operator and the disaster zone are highlighted. The location of the interest
areas in the belief map emerge very early in the process. Over time, the UAVs obtain a
stronger belief on the area that they explore. This is shown by intensity of the belief that
increases over time and turns into red.
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Figure 3. The operator’s belief map at several simulation steps.

3.2.2. The Confidence Map

Another heat map—a confidence map—not only represents the distribution of the
swarm as seen by individual agents (see Figure 4) but also determines the agents’ certainty
level of the information in the corresponding cell of the belief map. We later show how the
same map is used for controlling the swarm as well.
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Figure 4. Confidence map at t = 10, 500, 1000 simulation steps.

Using the belief and confidence maps, the agents store their representation of the
environment and keep their confidence level about its correctness. As agents move and
explore the mission zone, the cells in the belief maps are updated. The corresponding
confidence values of the recently visited cells in the confidence map also increase.

3.3. Human–Swarm Collective Decision-Making Model

Each drone has a limited perception and communication range that makes it hard
for them to individually solve a complex task. The swarm can establish a distributed
sensing on a large area of the environment and when working together, the swarm will be
able to construct an opinion about a certain property of the environment. In our earlier
work, we have shown how a swarm can collectively decide which half of an environment
is brighter and stay adaptive to changes [22]. This class of problems in swarm robotics
is called the best-of-n problem, that is, the capability of the swarm to find the best option
among a finite set of alternatives [23]. An unsolved challenge is to provide a collective
decision-making strategy that is capable of solving the best-of-n problem with spatial
constraints [24]. In our context, the swarm is exploring the environment and the swarm’s
motion is limited (e.g., not permitted in no-fly zone). The second challenge is that in the
literature, the collective perception of the features in an environment is limited to few
options [25]. To the best of our knowledge, none of the existing collective decision-making
strategies including Direct Modulation of Voter-based Decisions [26], Direct Modulation
of Majority-based Decisions [27], Direct Comparison [25] that are widely common in the
swarm robotics applications can be directly applied to our scenario, as UAVs need to
continuously measure the environment and disseminate whenever another UAV or an
operator is in range. We are building upon our previous work on adaptive decision-making
in robot swarms and add a human in the loop to find a choice among a large set of options
in a dynamic environment [22].

The operator, similar to the UAVs, has a confidence that is updated based on the
neighboring UAVs. The operator can decide to manipulate their own map, regardless
of the current state, and propagate it back to the swarm. The modified confidence map,
once received by the UAVs, enforces an attraction/repulsion mechanism that controls the
swarm. The operator can focus on the overall goal and implement strategies abstracted
from the detailed interactions and behaviors of each UAV, making it an ideal multi-robot
organizational scheme. The cognitive complexity of such a form of interaction between the
human and the swarm, where the human has to operate a maximum C number of UAVs
(the number of agents that can fit into a communication range of an operator), regardless
of the swarm size, is O(1) [28].

The operator receives the maps from the UAVs in their neighborhood and may decide
to temporarily explore a certain region in the mission zone as external information may in-
dicate a disaster. The UAVs can be, temporarily or permanently, repelled from a prohibited
region (e.g., high voltage cables). The operator can manipulate their own confidence map
and introduce a major decrease/increase in the certainty of an interest zone, and constantly
share it with the swarm. This forces the swarm to react to the new forces and collectively
explore the areas with low confidence or avoid the areas with high confidence.
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Agents continuously disseminate their belief and confidence maps as they meet.
Equations (1) and (2) determine the update for each cell in the maps of agent i after
communication with agent j.

ci,t(m, n) =



ci,t−1(m, n) ci,t−1(m, n) ≥ θhigh

cj,t−1(m, n) cj,t−1(m, n) ≥ θhigh

ci,t−1(m, n) ci,t−1(m, n) ≤ θlow

cj,t−1(m, n) cj,t−1(m, n) ≤ θlow
ϕρici,t−1(m,n)+(1−ϕ)ρjcj,t−1(m,n)

ρi+ρj
o.w.

(1)

bi,t(m, n) =
ϕρibi,t−1(m, n) + (1− ϕ)ρjbj,t−1(m, n)

ρi + ρj
(2)

where bx,t(m, n) and cx,t(m, n) are the cells in the belief and confidence maps of agent x at
the time t. θs represent the higher and lower bounds for the higher priority information
stored in the confidence map based on human operator’s influence. In each simulation step,
the confidence map ages with the factor α < 1 to account for information quality decay.
For a while, the operator’s influence is locked and will circulate among the swarm until
the quality decay brings the values back to the modifiable range of {θlow, θhigh}. The idea
behind this locking mechanism is to overrule the swarm’s decision and reserve a larger
impact for the operator’s commands. Each agent carries a reliability factor (ρ) that indicates
to which extent its passing information is reliable. This can depend on the hardware
capacity, battery level, authority to influence other agents, etc. ρ can be extracted from
the incoming messages but it may pose a potential security threat if additional security
measures are not put in place. Alternatively, the receiving agent can keep a list of ρ values
and internally decide on whether an incoming message is from a reliable UAV or not
(decreases scalability). ϕ determines how much each agent is open for influence from other
agents. In our experiments, for simplicity, all agents have ϕ = 0.5 and ρ = 1.

3.4. Swarm’s Path Planning

The operator can create an artificial potential field where high confidence is repulsive
and low confidence is attractive. Using potential field-based algorithms to repel UAVs
from each other and from obstacles while being attracted to the target zones was studied
before [29,30]. As opposed to these studies, we use one interface for state estimation,
visualization, and indirect parameter setting with proximal interactions.

The swarm continuously follows the downhill gradient of the potential calculated by
applying Sobel filter on the confidence map [31]. UAVs move towards the least confidence
area and, therefore, try to maximize their confidence about the environment.

The confidence of the boundaries is set to 1 to repel the UAVs. This also prevents
them from getting locked in clusters around the corners or near the boundaries and keeps
the UAVs inside the mission zone. The two forces applied to the UAVs are the local
(
−→
fl,i(t) = ∇local(ci,t)) and global gradients (

−→
fg,i(t) = ∇global(ci,t)) of their own confidence

map. The total force is given by

−→
fi (t) = ω

−→
fl,i(t) + (1−ω)

−→
fg,i(t) :

−→
f ∈ IR2, (3)

where
−→
fi determines the motion of the UAV i and ω specifies the weighting factor between

local and global forces.
By defining the dynamics of each UAV as given in Equation (3), the mobility of the

swarm can be controlled by adjusting the weight coefficient ω. Higher ω pushes the UAVs
to explore their local neighborhood and stay in a small exploration range, while lower ω
prioritizes the global certainty and the entire swarm moves towards the common targets.
When the UAVs prefer to stay in their local neighborhood, their belief map will only be
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precise about the area around them and the UAVs across the swarm will have diverse belief
and confidence maps that might mislead the operator. On the contrary, lower ω may lead
to a high congestion around the common targets. In this case, UAVs perform a flocking
behavior that decreases the swarm utilization as all UAVs will have common targets and
will not distributively explore the mission zone. Assigning different ω values to the swarm
may prove useful for developing a diversity in the swarm behavior for exploration and
exploitation. In this paper, ω = 0.99 and fixed for all experiments. The UAVs move in a
2D space and all forces are applied on a plane with constant altitude and parallel to the
xy-plane.

4. Simulation Platform

There are several multi-UAV/swarm simulation environments based on commercial
(e.g., MATLAB [32], X-Plane flight simulator [33]) and non-commercial platforms (e.g.,
ARGoS [34]). We designed our own simulation environment based on an open-source
video game library, Arcade [35], to be able to freely modify the simulator and also use the
high usability characteristic of a game environment. The parameters are optimized to run
on low computational power machines. For our experiments, we used a local machine
with a 1.4 GHz Intel Core i5 processor and 16 GB 2133 MHz of memory. The images taken
from the mission zone have the resolution of 600×600 pixels. We use the term pixels in
images or cells in matrices to refer to the same concept of information stored in the high-
or low-resolution images taken from the mission zone. The UAVs decrease the resolution
of the images to 40 × 40 pixels to speed up the computation and decrease the load on the
communication channels.

Belief and Confidence Maps Setup

The belief and confidence maps are initialized to zero. As the UAVs move, they observe
a radius of 2 pixels from their current position (r = 2 px in belief and confidence maps and
r = 30 px in high resolution) and communicate within a radius of 4 pixels (r = 60 px in
high resolution). The confidence of radius 2 px (a disk with a diameter of 5 pixels) is set to
one. The belief map gets updated based on the observed images. If there is a disaster or
an operator within the vision range (r), the corresponding cells of the map will be set to
one. Changes in the environment may make the stored information obsolete. Therefore,
we associate time to the confidence by multiplying the confidence matrix with the decay
factor (α = 0.0001) at each simulation step. The parameters can be tuned based on the
experiments and the domain of application. For instance, a lower decay factor is suitable
for dynamic environments as UAVs quickly lose their confidence and frequently need to
explore the areas again. Here, we chose our parameters based on empirical observations
for proving the concept. Cells with higher confidence clearly have greater impacts on the
neighbors. As the UAVs have limited sensor range, the communication enables them to
exchange information and broaden their perception to the boundaries of the complete zone.

Another advantage of using confidence maps as a basis for motion pattern is collision
avoidance, as the attraction/repulsion mechanism indirectly results into a motion with
low collision rates, assuming that there is no communication failure. Recently visited cells
have high confidence values and as neighboring UAVs approach each other and share
their confidence maps, they repel from the cells that their neighbor recently visited and
collisions will be avoided. This also leads to spatial division of the mission zone between
the neighboring UAVs (indirect coordination) as the UAVs prefer not to use the same paths
that their neighbors recently took.

5. Empirical Evaluation

We designed four experiments to examine our interface and the swarm’s behavior with
different levels of autonomy. First, the swarm’s performance in exploring the mission zone
with full autonomy—no human intervention—is examined (Experiment I). We evaluate
how the swarm reacts to dynamic environments with evolving disasters in Experiment II.
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In Experiment III, the level of autonomy decreases and we measure the swarm’s response
to human interactions. Finally, we perform a separate interactive user study to evaluate
our interface in Experiment IV.

We ran 15 simulation runs with 1000 simulation steps and for each experiment the
mission zone consisted of a disaster area, a human operator, and 15 UAVs that are posi-
tioned randomly at start of each trial. The swarm is examined with three different locations
of the disaster area to make sure that the results are not biased to a certain setup.

5.1. Experiment I: Autonomous Exploration

In the first experiment, the operator monitors the swarm while the UAVs explore
the area, gain confidence over the entire mission zone, build a belief map, and inform
the operator about the situation. We measure the accuracy of the resulting belief map by
comparing it to the actual situation.

Confidence maps evolve as the UAVs explore the environment and receive information
from their neighbors. This evolution also depends on the decay factor (α). In this case,
the confidence map does not age fast and the certainty accumulates until the entire area is
marked with high confidence.

Figure 5 shows the area coverage accumulated during one simulation run (see Figure 5a)
and an averaged coverage for all 15 simulation runs (see Figure 5b). The distribution of
the swarm is almost uniform, except near the boundaries (white), where there are denser
footprints due to boundary avoidance. Figure 5b also shows a circular area at the right
side of the zone (dark blue) with sparser coverage. This area is the communication range
of the operator with high confidence values. The reason for having a high confidence in
this region is that the confidence maps that the operator receives always have high values
around the operator, as this is where the UAVs visited most recently. When an UAV enters
this region, it receives an update from the operator and by averaging its confidence with
the one from the operator, the UAV notices an area with high confidence values and refuses
to explore it. By averaging over all simulation runs we see that this region is less explored.
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Figure 5. The area coverage with the swarm at the end of a randomly selected run (a) and the average
over all 15 simulation runs (b) in Experiment I. The frequency of distances between the UAVs in
autonomous exploration experiment is also shown (c) where d is width/length of the mission zone.

Figure 5c shows the frequency of distances between the UAVs. The low frequency
of distances around zero shows that the collisions are rare. The two minor peaks before
and after the global maximum are caused by the clusters of UAVs around the boundaries
(white box in Figure 5b).

Figure 6 shows the accuracy of the mapping over time. The error in the belief map
is the absolute difference between the UAVs’ belief maps and the actual disaster scenario
in the mission zone. Using a belief map of size 40 × 40, the theoretical maximum level
of error is 1600. Nonetheless, the highest error we see during our experiments is 21 and
for visibility we use that as our maximum error in the figures. Similarly, with the human
intervention, the confidence can theoretically reach a very high or a very low value, but in
our experiments we bound the range to [0, 2000]. Errors in the belief map start at around 14
pixels, which is the number of cells in the belief map that cover the disaster zone and the
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operator (normalized to 0.6̄; maximum is 21). The swarm explores the area and gradually
constructs an accurate map and the error in the belief map decreases. The confidence
level increases over time and with all the cells in a confidence map of size 40 × 40 set to
one, the confidence can rise up to 1600 (normalized to 0.8; maximum is 2000). Figure 6
shows the precision of the belief map that the operator receives (see Figure 6c) and the
average belief error among the UAVs (see Figure 6b). We can also observe the growth in the
confidence level (see Figure 6d–f. We separately plot the progress in the maps of the swarm
and the operator to compare the quality of the swarm’s perception and the information
that is passed on to the operator (monitoring quality).
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Figure 6. The precision of mapping is shown in the error level of the belief map. This figure shows
the belief error and the confidence level for the autonomous exploration experiment. The top row
shows the errors in the belief map and the bottom row depicts the confidence levels over time. (a,d)
are from one simulation run. (b,e) show the median values over all simulation runs. (c,f) are the
belief error and the confidence level of the operator.

5.2. Experiment II: Response to Evolving Disaster

In this experiment, we examine the adaptivity of the mapping in a dynamic environ-
ment with an evolving disaster. As opposed to Experiment I, here we assume that the
disaster zone is not fixed and it can move to another point in the area. The disaster zone
moved between 150 < t < 350 simulation steps. We observe how this change is reflected in
the performance of the swarm and the operator’s understanding of the environment. Note
that the swarm still has full autonomy and the operator only monitors the swarm. Figure 7a
shows the direction of the disaster displacement and Figure 7b shows the belief map when
the motion is stopped. The operator’s belief map gradually adapts to the new position of
the disaster (see Figure 7b,c). Figure 8a,b show the effect of a dynamic environment on the
error in the belief of the swarm and the operator over time. The error increases at first as
the environment starts to change, but after a while the swarm successfully adapts itself.
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Figure 7. In Experiment II, the disaster area moves from point A to B (a) and the belief of the swarm
gradually adapts to the change (b,c).
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Figure 8. Median errors in the belief maps of the swarm (a) and the operator (b) in Experiment II.
The disaster zone moves between 150 and 350 simulation steps (green area) as shown in Figure 7.

This behavior can also be seen in Figure 7b,c by the former positions of the disaster
slowly fading away and the new positions appearing in the belief maps. Shortly after,
the UAVs successfully map the environment and notify the operator. The results from the
evolving disaster experiment show that the swarm is resilient to changes in the environment
and the operator’s belief map stays updated.

5.3. Experiment III: Human Interaction

After investigating the swarm’s autonomous behavior, we now focus on the human–
swarm communication link.

The decision of whether to influence the map or not can entirely affect the autonomy
of the swarm (i.e., flexible autonomy). Leaving the confidence map untouched allows a
fully autonomous swarm approach while manipulating the entire map would create an
almost fully manual control over the swarm’s behavior.

In this experiment, we observe the behavior of the swarm with the operator’s control
and evaluate the task completion. The operator can lead the swarm to explore an area of
interest (attraction) or prevent them from flying over a no-fly zone (repulsion) by manipu-
lating its own confidence map and disseminating it to the neighboring UAVs. For example,
the operator can send a new confidence map with attraction in the middle of the mission
zone to its neighboring UAVs. As the UAVs continuously update their confidence map
based on their neighbors, some of them may receive the operator’s confidence map and
move according to the potential field.

Figure 9 shows the influence of the operator’s command on the confidence of an
UAV and how the UAV is controlled. Figure 9a illustrates the confidence map that the
operator introduces to the swarm to attract them to the middle of the arena. After receiving
the command, the UAV in this example computes the mean of its previous confidence
map (see Figure 9b) and the command to update its map (see Figure 9c). As a result of
the attraction force, the UAVs move towards the area in the middle and this influence
diminishes. The UAVs’ presence in the middle of the arena can be inferred as the values in
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the middle of the confidence map increase (see Figure 9d). The operator’s communication
range determines the controlling impact of the operator on the swarm.

’2.csv’ matrix

(a) command (b) t = t0 − 1 (c) t = t0 + 1 (d) t = t0 + 50

1

0

C
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en
ce

Figure 9. An example of the operator’s command at t0 (a), an UAV’s confidence map before (b) and
after receiving the command (c), and after swarm’s reaction to the influence by moving to the center
(d) in Experiment III.

Using wider communication ranges, the operator influences more UAVs and therefore
the effect is more significant. Figure 10 shows the effect of a human interaction on the
confidence level of the swarm. At t = 300 the operator disseminates a command once and
it takes 100 to 200 simulation steps to significantly influence the entire swarm. In case of at-
traction, UAVs quickly move to the cells with low confidence and immediately compensate
the drop in the certainty level (see the valley in Figure 10a), while in repulsion the UAVs
cannot visit the cell to recover from the added value to the confidence as they are repelled
from that region. This explains the recovery of the confidence levels in Figure 10a and the
bias that stays in the swarm for the rest of the experiment in Figure 10b.
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Figure 10. Influence of the operator’s command at t = 300 on the swarm’s confidence.

So far, we have covered the temporary attraction and repulsion. We also assume a
disaster situation where UAVs must avoid a certain area at all times. An example can be
the frequent flying zone of an airport or a no-fly area with high voltage cables. For that,
the operator can continuously apply a repulsion force from the prohibited zone. Figure 11a
shows the confidence bias that the operator introduces to the swarm. The cells highlighted
with red mark the barrier or the prohibited zone. The blue area in Figure 11a can be either
empty, which allows the swarm to keep the knowledge about the confidence and only
manipulate the values in the interest zone or it can be set to zero, which may gradually
decrease the swarm’s confidence level on all the other areas. Figure 11b shows the average
distribution of the UAVs in all simulation runs as a result of the permanent repulsion at
the center. From the low coverage at the center of Figure 11b, it is clear that the operator
successfully controlled the swarm to avoid the area in the middle of the mission zone.
As the communication range is limited, there is a delay until all UAVs become aware of the
new force introduced by the operator. In the meantime, even though the operator command
is already issued, some UAVs are unaware and cross the prohibited zone. The ring in the
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distribution around the repellent zone is caused by the area with the equilibrium between
different repulsion forces.
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Figure 11. Operator’s confidence map for introducing a permanent repulsion (a) and the swarm’s
distribution (b).

We increased the task complexity and simulated the influence of five permanent
no-fly zones of length L to 1.8 L (imposed restrictions by the operator) in the middle of the
arena (see Figure 12a,b). We assume that the messages cannot travel through the obstacles.
Figure 12c shows the error in the operator’s belief map with and without barriers. As the
size of the barrier grows, the precision of the mapping decreases. For 1.8 L, the barrier is too
spacious for the swarm to adequately travel around it and keep the operator updated about
the situation, and the precision of the belief map decreases (i.e., the belief error does not
significantly decline over time). Our results show that the swarm is able to follow a wide
range of control commands and continue to offer a precise mapping of the environment.
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Figure 12. Error in the operator’s belief map for different sizes of the repulsion zones.

5.4. Experiment IV: Human–Swarm Interaction User Study

In this final experiment, we performed an additional technology-probe user study.
We compared the situation awareness of a fully autonomous swarm, a human–swarm
system, where only the target is specified by the operator (Task I). Despite the preference of
the users, discussed in Section 2, we conducted another experiment where the operator
controls individual drones (Task II). We posted a call for participation in a small online
community. Fifteen computer scientists with BSc and MSc degrees in Computer Science
or Engineering were recruited. The users were given a remote access to the machine with
the simulation environment. We briefed the users about the goal of the experiment in a 10-
to 15-minute video call before the experiment. We made another call for 10–15 minutes to
collect their feedback after they performed the experiment. Users could observe the belief
and confidence maps. They were asked to predict the significance of the areas that needed
to be further explored. The number of clicks on the confidence map (number of commands)
was left as a choice to the users. In Task II, the users had access to the list of UAVs. They
could select the UAVs and assign a target to it by clicking on a cell of the confidence map.
The Black line-point in Figure 13 shows the median belief error using this approach.
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For Task I, we asked the users to operate the swarm using our interface. They needed
to only click on a cell in the confidence map that they wanted to be explored. They did not
need to select single UAVs themselves. The blue points in Figure 13 show the median belief
error using our interface. In both experiments, the disaster moves in a random direction
and the human operator waits for a while to let the swarm explore the area (neglect
benevolence [36]). This explains the overlapping performance between all experiments
(autonomous exploration, operator controlling a single UAV, and operator controlling the
swarm) at the early stage of the experiment. Once the new location of the disaster emerges,
we observe that the operator frequently commands the swarm to narrow the exploration
area to the points with higher belief values. As shown in Figure 13, the accuracy with
human intervention is better than the results from the fully autonomous exploration. We
also observe that the performance with our interface (Task I) and the individual UAV
control (Task II) is almost identical. However, the cognitive workload of having to select
individual UAVs first and then selecting the target area is much higher than only picking
the target areas. For larger swarm sizes, controlling individual UAVs is not feasible. On the
contrary, our interface is scalable. The operator can select areas of interest, regardless of the
swarm size and the swarm will self-organize to assign individual target points.
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Figure 13. Median errors in the operator’s belief map with autonomous exploration (Experiment II,
red line), human control of individual UAVs (Experiment IV: Task II, black line-point), and human–
swarm teaming with our interface (Experiment IV: Task I, blue points).

6. Discussion and Future Work

Establishing a reliable interaction between human operators and a swarm comes with
plenty of issues. In this paper, we focused on the issue of situation awareness with a
swarm and an operator when all interactions are local without imposing a high cognitive
complexity. Our results show that the same map can be used for both visualization and
control of the swarm. The operator has to interact with the swarm via this map and
there is no need for one-to-one interaction with each member of the swarm, which can be
overwhelming for a human operator. We made a few assumptions to prove the concept.
We have not performed a parameter sensitivity analysis and our parameters were chosen
experimentally. For instance, our swarm size was fixed when studies show that the swarm
density has an effect on performance [37]. Another point of discussion is the scalability
of our approach. Our method relies on local interactions and allows for scalable human–
swarm interaction in mapping an unexplored environment. The only limit for scalability is
that as the exploration area grows, the mapping resolution decreases. A potential solution
for this can be registering local images and constructing a global image at the human
operator’s side.

There are several directions that this research can be extended: (1) We plan to inves-
tigate the effect of multiple dynamic disaster areas and human operators with collabo-
rative/competitive management strategies. Besides the competing operator commands,
there may also be intruder attacks by other UAVs or operators that need to be detected
and eliminated from the decision-making process; (2) The effect of noise (communication,
positioning, and sensing) on the performance of the swarm and detecting malfunction-
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ing/lost UAVs need to be investigated as well; (3) Speed versus accuracy can be studied
with several messaging qualities. (4) One of our next steps will be to co-create an interaction
interface for human–swarm teams with experts from the industry and perform a more
comprehensive user study; (5) Variations that may be induced by the operator bias in the
human-in-the-loop experimentation; (6) In some use-cases it might prove useful to direct
a subset of the swarm by a more complex communication protocol that allows access to
certain members of the swarm without affecting the entire swarm; (7) We also plan to
address some of these challenges and implement our approach on physical UAVs and
evaluate the performance of the swarm in real world applications.

7. Conclusions

A user study with 100 participants showed that users prefer to have a global overview
of the swarm’s coverage instead of monitoring individual agents, especially for large swarm
sizes and when the time is critical. We showed that a human–swarm interaction based on a
global view of the swarm with a human-in-the-loop decision-making can assist the swarm
to map a dynamic environment. Using our approach, human operators do not require a
fully-connected communication network with all UAVs to be able to monitor the swarm
and control them. In our experiments, an operator controlled a group of simulated UAVs
and successfully explored the environment even when it was dynamic. Our approach is
easily reproducible and can serve as a basis for monitoring and controlling the swarm in
various application domains such as agricultural missions, space exploration, etc.
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