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1. Information Studies as a Field of Research and Domain of Knowledge 

Information studies encompass the following basic fields: 

• Information science, 
• Information philosophy, 
• Information methodology, and 
• Information logic. 

There are also fields directly associated with information studies: 

– Computer science is associated with information studies because it studies information processing 
by technical devices. 

– Linguistics is associated with information studies it studies information processing by natural 
and artificial languages. 

– Semiotics is associated with information studies it studies symbolic information processing. 
– Psychology is associated with information studies it studies information processing by people. 
– Pedagogy is associated with information studies it studies information transmission and 

knowledge acquisition. 
– Artificial intelligence is associated with information studies because it studies information 

processing by artificial systems. 

There are also fields which are conceptually associated with information studies, including: 

– Information-oriented and information-based physical theories (cf. for example, [1–9]). 
– Information-oriented and information-based biological theories (cf. for example, [10–18]). 
– Information-oriented and information-based economic theories (cf. for example, [19–26]). 
– Information-oriented and information-based sociological theories. 
– Information-oriented and information-based anthropological theories. 

Information science as any natural science consists of three components: 
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• Theoretical information science, 
• Experimental information science, and 
• Applied information science. 

Information theory constitutes the basic part of theoretical information science, which also includes 
subtheoretical fragments, i.e., research ingredients, which are situated on a lower level than the level of 
theory. Although many think that information theory is Shannon’s statistical information theory [27], 
which was originally called communication theory, now there are many information theories: statistical 
information theory [27], algorithmic information theory [28], semantic information theory [29], 
pragmatic information theory [11], economic information theory [30], qualitative information theory 
[31], and the general theory of information [32, 33]. There is a possibility that the elaboration of a unified 
theory of information would eliminate the necessity of all other information theories. However, this is 
not true. First, a unified theory of information has already been created and it is called the general theory 
of information [32]. Second, the role of this general theory is not the elimination of other special 
information theories but the unification of the scientific field called theoretical information studies in 
general and theoretical information science in particular. Other information theories become 
subtheories of the general theory of information, but they are necessary because they bring forth the 
more exact representation and study of information in different specific fields, provide more adequate 
means for solving specific problems, and allow a better understanding of the role of information in 
different spheres of the world. 

Examples from mathematics and physics show that the existence of a general theory coexists 
with the active functioning of its subtheories. For instance, in mathematics the theory of groups 
contains subtheories—such as the theory of Abelian groups, the theory of nilpotent groups, and the 
theory of ordered groups—which are actively growing. In physics, Newton’s dynamics coexists with 
Kepler’s theory of planetary movement, which is a subtheory of Newton’s dynamics. 

The goal of experimental information science is to study information using physical and mental 
experiments. It is necessary to acknowledge that experimental information science is not sufficiently 
developed. Some experiments are conducted only by statistical information theory and algorithmic 
information theory. For instance, Shannon devised an experiment aimed at determining the amount 
of statistical information (entropy) in a given letter in English. 

It is possible to classify applied or practical information science by the domain of its application. 
This gives us three classes: 

Theoretical applications, i.e., applications of information science to the theoretical areas of 
science and humanities, such as physics, biology, or economics. 

Philosophical applications, i.e., applications of information science to philosophical teachings or 
methodological systems. 

Practical applications, i.e., applications of information science in practical areas such as 
engineering, linguistics, or cryptography. 

These considerations allow us to discern the following areas of theoretical applications: 

– Application of information theory to theoretical physics. 
– Application of information theory to theoretical computer science. 
– Application of information theory to the theory of complexity. 
– Application of information theory to mathematics. 
– Application of information theory to theoretical linguistics. 
– Applications of information theory in economics. 
– Application of information theory to pedagogy. 
– Applications of information theory in sociology. 
– Applications of information theory in anthropology. 
– Application of information theory to semiotics. 
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2. Presentations at the Conference 

The conference of Theoretical Information Studies was organized as a part of the IS4SI Summit 
2019 in Berkeley, California, USA. It included on-site and off-site presentations. The goal of the 
conference was to bring together academics and researchers, providing beneficial conditions for 
presenting and discussing recent achievements and problems of information theory and its 
applications in theoretical issues in science and humanities. The participants came from nine 
countries and four continents. 

Here, we publish the proceedings of the selected presentations from the conference of 
Theoretical Information Studies with innovative results and ideas, some of which are at the forefront 
of theoretical information science. 

In their presentation, Gianfranco Basti, Antonio Capolupo, and Giuseppe Vitiello explored 
semantic information in quantum mechanics and quantum field theory. 

In his presentation, Paul Benioff described how local mathematics and number scaling provide 
information about physical and geometric systems. His work is aimed at the unification of physics 
and mathematics.  

In his presentation, Mark Burgin explicated and discussed two classes of information—potential 
and impact information. This approach is based on the inherent relations between physics and 
information theory. 

In his presentation, Jaime F. Cárdenas-García presented his work with Timothy Ireland on 
analyzing and further developing Bateson’s approach to information theory. 

In their presentation, Gordana Dodig-Crnkovic and Mark Burgin analyzed the presentation of 
information in recent books, delineating the emergent academic field of the study of information. 

In his presentation, Wolfgang Hofkirchner explored interrelations between people and artificial 
systems such as computers and computer networks. 

In another presentation, Wolfgang Hofkirchner discussed the origin of system thinking. 
In their presentation, Stefan Leijnen and Fjodor van Veen presented the taxonomy of neural 

networks, which have become an important and very popular tool in information processing with 
the advance of deep learning. 

In his presentation, Vladimir Lerner analyzed the natural origin of information and the natural 
encoding of information. 

In his presentation, Rafal Maciag described and analyzed the ontological basis of knowledge in 
the theory of discursive space and its consequences. 

In his presentation, Marcin Schroeder described and scrutinized a variety of important 
theoretical tools for the study of information, such as equivalence and cryptomorphism.  

In his presentation, Paul Zellweger described the Branching Data Model, which he developed 
for data management and information visualization using the theory of named sets.  

In his presentation, Yixin Zhong analyzed concepts of information in the context of artificial 
intelligence research, specifying two types of information—ontological and epistemological 
information. 

In his presentation, Rao Mikkilineni described the advancement of computation beyond the 
Church–Turing Thesis boundaries, which was based on structural machines, digital genes, and 
digital neurons being developed in the context of future AI. 

In her presentation, Annette Grathoff explored the structural and kinetic components of physical 
information from an evolutionary perspective. 

In their presentation, Mark Burgin and Kees De Vey Mestdagh discussed their research on the 
complexity of the information components of legal systems and processes.  

In their presentation, Mark Burgin and Gordana Dodig-Crnković introduced and explored the 
novel scheme of modeling computing devices by information operators. 

In his presentation, Jose Monserrat Neto described and analyzed the birth and evolution of 
symbolic information. 

In another presentation, Jose Monserrat Neto considered the diversification of symbolic systems. 
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In his presentation, Mark Burgin outlined the problem-oriented foundations of intelligence in 
the context of superintelligence, suggesting a mathematical approach to the formalization of 
intelligence. 
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