
Citation: Deng, W.; Gao, Y.; Song, W.;

Zio, E.; Li, G.; Liu, J.; Kudreyko, A.

Adaptive Residual Useful Life

Prediction for the Insulated-Gate

Bipolar Transistors with Pulse-Width

Modulation Based on Multiple

Modes and Transfer Learning. Fractal

Fract. 2023, 7, 614. https://doi.org/

10.3390/fractalfract7080614

Academic Editors: Inés Tejado,

David Kubanek and Kang-Jia Wang

Received: 29 June 2023

Revised: 1 August 2023

Accepted: 6 August 2023

Published: 9 August 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

fractal and fractional

Article

Adaptive Residual Useful Life Prediction for the Insulated-Gate
Bipolar Transistors with Pulse-Width Modulation Based on
Multiple Modes and Transfer Learning
Wujin Deng 1, Yan Gao 1 , Wanqing Song 2,* , Enrico Zio 3,4 , Gaojian Li 1, Jin Liu 1 and Aleksey Kudreyko 5

1 School of Electronic & Electrical Engineering, Shanghai University of Engineering Science,
Shanghai 201620, China; dwj058@126.com (W.D.); gy@sues.edu.cn (Y.G.); 15821966669@139.com (G.L.);
flyingpine@sina.com.cn (J.L.)

2 School of Electronic and Electrical Engineering, Minnan University of Science and Technology,
Quanzhou 362700, China

3 The Centre for Research on Risk and Crises (CRC) of Ecole de Mines, Paris Sciences & Lettres (PSL) University,
06904 Paris, France; enrico.zio@polimi.it

4 Energy Department, Politecnico di Milano, Via La Masa 34/3, 20156 Milano, Italy
5 Department of General Physics, Ufa University of Science and Technology, Zaki Valedi 32, Ufa 450076, Russia;

akudreyko@bashgmu.ru
* Correspondence: swqls@126.com

Abstract: Currently, residual useful life (RUL) prediction models for insulated-gate bipolar transistors
(IGBT) do not focus on the multi-modal characteristics caused by the pulse-width modulation (PWM).
To fill this gap, the Markovian stochastic process is proposed to model the mode transition process,
due to the memoryless properties of the grid operation. For the estimation of the mode transition
probabilities, transfer learning is utilized between different control signals. With the continuous mode
switching, fractional Weibull motion (fWm) of multiple modes is established to model the stochasticity
of the multi-modal IGBT degradation. The drift and diffusion coefficients are adaptively updated
in the proposed RUL prediction model. In the case study, two sets of the real thermal-accelerated
IGBT aging data are used. Different degradation modes are extracted from the meta degradation
data, and then fused to be a complex health indicator (CHI) via a multi-sensor fusion algorithm. The
RUL prediction model based on the fWm of multiple modes can reach a maximum relative prediction
error of 2.96% and a mean relative prediction error of 1.78%. The proposed RUL prediction model
with better accuracy can reduce the losses of the power grid caused by the unexpected IGBT failures.

Keywords: fractional Weibull motion; multi-sensor fusion; multi-modal characteristics; Markovian
mode transition stochastic process; transfer learning; pulse-width modulation; insulated-gate bipolar
transistor; adaptive residual useful life prediction

1. Introduction
1.1. Research Background

An insulated-gate bipolar transistor (IGBT) is widely applied in the new energy power
system [1]. The equivalent circuit of the IGBT module is plotted in Figure 1. The control
signal is generated by the gate bias and the emitter is often grounded.

The failure of the IGBT modules threatens the power grid reliability. Electric break-
down and thermal runaway are two main reasons for the IGBT failure [2,3]. The electric
breakdown is caused by the surge of the collector voltage or the gate voltage. The thermal
runaway is mainly due to the latch-up failure. In Figure 2, the outcome of the IGBT failures
is illustrated [4]. Residual useful life (RUL) prediction can instruct the preventive replace-
ment of the faulty IGBT modules, which prevents such a tragedy from happening [5].
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The major control method for the IGBT modules is pulse-width modulation (PWM), 
which means the gate bias is a square wave [6]. When the gate bias is on the peak, the 
operation mode can switch between the active mode and the saturation mode. The IGBT 
module is operating on the forward locking mode if the control signal is on the trough. 
The output characteristics for the IGBT module are plotted in Figure 3. The threshold gate 
bias is the minimum gate bias to activate the IGBT module. The multi-modal characteris-
tics complicate the IGBT degradation under PWM control. Therefore, RUL prediction for 
the PWM-controlled IGBT modules remains a promising but difficult task for the new 
energy power grid. 
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The major control method for the IGBT modules is pulse-width modulation (PWM),
which means the gate bias is a square wave [6]. When the gate bias is on the peak, the
operation mode can switch between the active mode and the saturation mode. The IGBT
module is operating on the forward locking mode if the control signal is on the trough. The
output characteristics for the IGBT module are plotted in Figure 3. The threshold gate bias
is the minimum gate bias to activate the IGBT module. The multi-modal characteristics
complicate the IGBT degradation under PWM control. Therefore, RUL prediction for the
PWM-controlled IGBT modules remains a promising but difficult task for the new energy
power grid.
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rithm based on fractional Lévy stable motion, in which three different modes of the steel 
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1.2. Literature Review for Previous RUL Prediction Models of the IGBT Modules

The adaptability and accuracy of the model-based RUL prediction model is not satis-
factory. The alternative methods are data-driven models, which utilize machine learning or
the stochastic process to extract the degradation information.

Recently, several data-driven RUL prediction models have been proposed for the
IGBT modules. An auxiliary particle filter (APF) is proposed to reduce the variance of
the RUL prediction results [7]. In [8], a self-attention-based neural network (SA-NN)
is used to automatically extract the features of IGBT degradation. The RUL prediction
model based on machine learning requires a large quantity of training data, which may be
difficult to acquire. In the optimal-scale Gaussian process model (OSGP), the parameters
are optimized by the ant lion algorithm [9]. In [10], the Poisson process is used to establish
a computationally efficient RUL prediction model (PCE). The Gaussian process and Poisson
process are not suitable to describe the IGBT degradation data with non-Gaussian and
non-Markovian characteristics.

1.3. Research Highlights

The degradation mechanism is different among different operation modes and, thus,
the shifting of modes should be stressed in the RUL prediction models [11,12]. Considering
both the modes of capacity decay and recovery, a nonlinear RUL prediction algorithm is
proposed for the lithium battery in ref [13]. Ref. [14] proposes a RUL prediction algorithm
based on fractional Lévy stable motion, in which three different modes of the steel furnace
are considered. Multi-modal characteristics have been proven in the IGBT modules [15].
However, no previous RUL prediction models have stressed this phenomenon. In this
paper, we use the Markovian mode transition process to characterize the multi-modal
characteristics of the PWM-controlled IGBT modules, considering the memoryless effect of
the grid operation.

Transfer learning is proposed for the estimation of the Markovian mode transition
probabilities. The data from similar devices may have different data distributions due
to the different health state and operation procedure. However, the connection between
different data values is similar, which is transferrable among different data domains [16].
The only difference between the IGBT modules in the same batch of the experiment is
the control signal, which satisfies the requirement of transfer learning. By transferring
knowledge from similar equipment, the RUL prediction can achieve good results with
little training data [17]. In [18], deep learning with an attention mechanism is combined
with transfer learning for the RUL prediction of rocket engines. A long short-term memory
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neural network based on transfer learning has been used for long-term prediction of the
lithium-ion battery capacity degradation [19].

To describe the non-Gaussian characteristics of the IGBT degradation, i.e., the skewness
and heavy tail, fractional Weibull motion (fWm) is proposed. The non-Markovian property
of the fWm, i.e., long-range dependence, is also analyzed. Long-range dependence indicates
a strong temporal dependency for the time series [20]. The Hurst exponent of the long-
range-dependent time series is within the interval of (0.5, 1). Degradation data from
different modes are utilized to train the fWm of different modes. With the Markovian
mode transition stochastic process, the fWm of multiple modes can be derived for the
stochasticity modeling of the PWM-controlled IGBT modules.

As the environmental noise changes, the degrading rate of the IGBT modules varies.
This phenomenon is not considered in the previous RUL prediction models. Ref. [21]
proposes an adaptive RUL prediction model, in which the drift coefficient is updated with
the random walk. An adaptive geometric fractional Lévy stable motion model is proposed
based on the performance evaluation in [22]. In these models, the diffusion coefficient is
presumed to be constant, which is a major drawback [23]. The PWM control signal can
impact the variational speed of the IGBT degradation, which means the diffusion coefficient
also needs to be updated. Considering the varying degradation pattern, both the drift and
diffusion coefficients are adaptively updated in the current work.

A complex health indicator (CHI) is normally the weighed sum of different sensor
data [24]. In [25], the CHI for the IGBT module is constructed by fusing the temperature
and the collector voltage. The possible electric breakdown between the gate and the emitter
is neglected. To construct a more comprehensive and informative CHI, a multi-sensor
fusion algorithm is proposed in this work, combining the temperature, collector voltage
and gate voltage.

1.4. Contributions of the Paper

Switching among multiple modes in the PWM-controlled IGBT module is modeled as
the Markovian stochastic process. Transfer learning is employed for the estimation of the
Markovian transition probabilities.

The fWm of multiple modes is proposed as the temporal variability in the multi-modal
IGBT degradation. The drift and diffusion coefficients are adaptively updated in the RUL
prediction model for the PWM-controlled IGBT module. A multi-sensor fusion algorithm
is proposed to construct the CHI for the model training.

1.5. Structure of the Paper

The remainder of this paper is arranged as follows. In Section 2, transfer learning
is introduced for the estimation of the Markovian transition probabilities. In Section 3,
the fWm of multiple modes is utilized to model the stochasticity of the IGBT degradation
with PWM control. The adaptive RUL prediction model is proposed in Section 4. In the
case study, the multi-sensor fusion algorithm is employed to construct the CHI used in the
model training. The main findings of this work are summarized in the Section 6.

2. Markovian Mode Transition Stochastic Process for the PWM-Controlled
IGBT Module
2.1. Occurrence Probabilities Estimation for the PWM-Controlled IGBT Module

When the gate bias is direct voltage, the IGBT module is continuously switching
between the active mode and the saturation mode. The collector voltage of an IGBT module
with direct-voltage bias is depicted in Figure 4. As we can see from Figure 4, the difference
between the active mode and the saturation mode is distinct. The collector voltage is
higher on the active mode and lower on the saturation mode. In such a case, these two
modes can be clearly identified and separated. Thus, we can estimate the occurrence
probabilities of the active and saturation modes on the condition of direct-voltage bias as
the occurrence frequencies.
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Figure 4. Collector voltage of the IGBT module on the direct-voltage gate bias.

The PWM control signal for the IGBT module is a square wave, which is depicted
in Figure 5. With the real PWM control signal, we can estimate the ratio of the peak
and trough. For the PWM-controlled IGBT module, not all modes can be identified and
separated. When the gate bias is on the peak, we can not determine whether the operation
mode is the active mode or saturation mode. However, if the gate bias is on the trough,
the current operation mode must be the forward locking mode. Therefore, we can identify
and separate the forward locking mode from the whole signal, when the gate bias is on
the trough.
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The occurrence probabilities for the different modes in the PWM-controlled IGBT
modules are 

P1 = Dp ∗ P1|D,
P2 = Dp ∗ P2|D,

P3 = Dt,
(1)

where mode 1 is the active mode, mode 2 is the saturation mode and mode 3 is the forward
locking mode. P1|D and P2|D are the conditional probabilities for the active mode and the
saturation mode. Dp and Dt are the ratio for the peak and the trough in the square wave,
respectively.

2.2. Transfer Learning for the Construction of Markovian Mode Transition Stochastic Process

The mode shifting of the IGBT module is memoryless. Therefore, we consider the
mode transition process as the Markovian stochastic process, which is described with the
Markovian mode transition matrix.

The Markovian mode transition matrix is defined as the right stochastic matrix with
non-negative probability values. The values in the row give the transition probabilities
under the condition of a certain mode, with their summation to be one. The values in the
column are the probabilities for the different modes to enter a certain mode.

The mode transition matrix for the IGBT module with direct-voltage gate bias is

φ(t) ∼
[

p11 p12
p21 p22

]
, (2)

where mode 1 is the active mode and mode 2 is the saturation mode.
The active mode and saturation mode can be clearly identified for the IGBT module

with direct-voltage gate bias. Therefore, the mode transition probability can be estimated
as the transition frequencies.

The mode transition matrix for the IGBT module with square-wave gate bias is defined as

Φ(t) ∼

p11 p12 p13
p21 p22 p23
p31 p32 p33

, (3)

where mode 1 is the active mode, mode 2 is the saturation mode and mode 3 is the forward
locking mode.

The mode transition probabilities for the PWM-controlled IGBT module are difficult
to estimate because not all the modes can be identified. Transfer learning is proposed to
solve this problem. In the same batch of experiments, the IGBT modules are manufactured
with a similar quality and procedure. The only difference is the control signal. Therefore,
the transfer learning is applicable.

Prior transition probabilities among multiple modes can be calculated as the multipli-
cation of the mode occurrence probabilities. The posterior transition probabilities related to
the saturation and active modes are

p11 = Psum ∗ p11
p12 = Psum ∗ p12
p21 = Psum ∗ p21
p22 = Psum ∗ p22

, (4)

where Psum is the summation of the prior transition probabilities related to the saturation
and active modes.

The Bayesian total probability formula and the properties of the Markovian transition
matrix are utilized for the calculation of the other posterior probabilities.{

P1 = P1 ∗ p11 + P2 ∗ p21 + P3 ∗ p31
P2 = P1 ∗ p12 + P2 ∗ p22 + P3 ∗ p32

(5)
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
p13 = 1− p11 − p12
p23 = 1− p21 − p22
p33 = 1− p31 − p32

(6)

3. Stochasticity Modeling of the Multi-Modal IGBT Degradation with the fWm
3.1. Statistical Properties of the fWm

The fWm is defined with the Riemann–Liouville integral and can be further expressed
with convolution calculation:

f Wm(t) = 1
Γ(H+0.5)

t∫
0
(t− u)H−0.5dW p(u)

=
t∫

0

(t−u)H−0.5

Γ(H+0.5)
dW p(u)

du du

= dW p(t)
dt ∗ tH−0.5

Γ(H+0.5)

(7)

where H is the Hurst exponent, W p is white Weibull noise and ∗ is the convolution operator.
A simulated path of the fWm is depicted in Figure 6.
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The actual degradation data often present non-Gaussian characteristics, i.e., skewness
and heavy tail. The fWm follows a Weibull assumption; therefore, it is more suitable to fit
such kinds of degradation data.

Long-range dependence is beneficial to the stochasticity modeling of the degradation
time series [26]. In light of the fractional Brownian motion [27], we give the long-range
dependence criterion for the fWm here. If the Hurst exponent is 0.5, then the fWm time
series is temporally independent. When the Hurst exponent is in the interval of (0.5, 1),
the increments are positively correlated and, thus, the fWm time series is long-range-
dependent. In such a case, positive (negative) increments are likely to be followed by the
positive (negative) increments. The increments are negatively correlated if H ∈ (0, 0.5).

3.2. Stochaticity Modeling for the PWM-Controlled IGBT Modules with Multi-Modal fWm

Considering the multi-modal characteristics of the IGBT degradation, the fWm of
multiple modes or multi-modal fWm is proposed for the stochasticity modeling of the
degradation model, which is prepared in the following steps:
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1©: Separate the IGBT degradation data of different modes from the meta data.
2©: Construct the CHI of different modes with a multi-sensor fusion algorithm. The

CHI contains the information from multiple failure precursors, which makes it more
comprehensive and informative.

3©: Train the fWm of different modes with the CHI of different modes.
4©: With the continuous mode switching, the fWm of multiple modes can be estab-

lished. For each data point, its operation mode is determined with the Markovian mode
transition stochastic process and its value is sampled from the fWm of the corresponding
mode sequentially.

In Figure 7, the fWm of different modes is plotted. The fWm of multiple modes is
depicted in Figure 8 and the mode dispersion plot is provided in Figure 9.
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4. Adaptive RUL Prediction Model for the IGBT Module with PWM Control
4.1. Adaptive Degradation Model with Multiple Modes

We denote the degradation path with multiple modes as XΦ(t):

XΦ(t) = XΦ(0) + γΦ

t−1∫
0

ηΦ(s)ds + δΦ f WmΦ(t), (8)

where γΦ is the drift coefficient, ηΦ is the drift function, δΦ is the diffusion coefficient and
f WmΦ(t) is the fWm of multiple modes. The initial state is commonly zero.

The degradation speed of the IGBT module varies significantly in the different modes.
Therefore, the switching of modes must be considered in the drift function, and this
is conducted with the mode transition matrix. Under a certain degradation mode, the
degradation rate is normally distributed, and the distribution parameters are estimated
from the increments of the CHI values in the different modes. Then, the white Gaussian
noise is used to construct the drift function:

ηΦ(t) ∼ N(µ
η
Φ, σ

η
Φ) (9)

During the mode shifting of the degradation process, various factors deviate the
degradation pattern, e.g., changes in circuit topology and electric load. Therefore, the drift
and diffusion coefficients must be adaptively updated.{

γΦ(t) ∼ N(1, σ
γ
Φ)

δΦ(t) ∼ N(1, σδ
Φ)

(10)

The means of the drift and diffusion coefficients equal to one, representing the histori-
cal information. The variance of the drift coefficient is estimated from the CHI values in the
different modes. The variance of the diffusion coefficient is estimated from the increments
of the CHI values in the different modes.
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Therefore, the multi-modal degradation path considering an adaptive mechanism is

XΦ(t) = XΦ(0) + γΦ(t)
t−1∫
0

ηΦ(s)ds + δΦ(t) f WmΦ(t), (11)

The increments between two adjacent time points can be calculated as

∆XΦ(t− 1) = γΦ(t− 1)
t−1∫

t−2

ηΦ(s)ds+δΦ(t− 1) f WmΦ(∆t), (12)

where f WmΦ(∆t) = f WmΦ(t)− f WmΦ(t− 1). The simulated path for the f WmΦ(∆t) is
provided in Figure 10.
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Thus, the iterative representation of the degradation process with multiple modes is

XΦ(t) = XΦ(t− 1) + ∆XΦ(t− 1)

= XΦ(t− 1) + γΦ(t− 1)
t−1∫

t−2
ηΦ(s)ds+δΦ(t− 1) f WmΦ(∆t) (13)

In Figure 11, the multi-modal IGBT degradation path is plotted, which illustrates the
degradation of the IGBT module with PWM control. The corresponding mode dispersion
plot is provided in Figure 12.
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4.2. Adaptive RUL Prediction Model for the PWM-Controlled IGBT Module

The failure mechanism of different modes is different, which means the failure thresh-
old (FT) should be different. The end of life (EOL) of a single mode is defined as the first
passage of time for the degradation path to exceed the corresponding FT:

Lmode(t) = inf{t : XΦ(t) ≥ ωmode|XΦ(0) = 0}, (14)

where Lmode(t) is the EOL of a certain mode and ωmode is the FT of a certain mode.
For the IGBT module with PWM control, exceeding the FT in one or two modes is not

sufficient for the failure. Only when all three modes of the IGBT degradation exceed their
exclusive FT can we determine the EOL for the multi-modal IGBT degradation. Thus, the
multi-modal EOL is

LΦ(t) = max(Lmode(t)) (15)

A flow chart of the proposed RUL prediction model is plotted in Figure 13. The
multiple modes are separated from the meta data and the CHI is, then, constructed through
the multi-sensor fusion. If the Hurst exponents of different modes are larger than 0.5, then
the long-range dependence criterion for the RUL prediction model is satisfied.
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Transfer learning is employed to estimate the transition matrix of multiple modes.
The fWm of multiple modes introduces the temporal variability to the degradation

model. The drift and diffusion coefficients are adaptively updated with the evolution
of the random walk. The EOL values of different modes are calculated separately, and
the maximum is the EOL of multiple modes. Due to the stochasticity of the degradation
process, the RUL prediction outcome is in terms of a probability density function (pdf)
based on a Monte Carlo simulation. The mean value of the pdf can be considered as the
point prediction.

5. Case Study
5.1. The Thermal-Accelerated IGBT Aging Data

The thermal-accelerated IGBT aging dataset is provided by NASA [28]. The cause of
IGBT failure in the experiment is the latch-up failure and the following thermal runaway.
Two sets of IGBT degradation data are utilized in this work. The first set is the aging data
collected from an IGBT module with direct-voltage gate bias, which is the source domain for
the knowledge extraction. The second set is the aging data acquired from an IGBT module
with PWM control, which is the target domain for the transfer learning. The collector
voltage, gate voltage and temperature of both datasets are depicted in Figures 14 and 15,
made with matlab software 2022b.
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5.2. Mode Separation for the IGBT Degradation Data

For the construction of the CHI, different degradation modes should be separated.
The degradation data of the active mode and saturation mode are separated from the
IGBT module with direct-voltage gate bias (see Figure 16). The degradation data of the
forward locking mode is separated from the PWM-controlled IGBT module and depicted
in Figure 17.
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5.3. Multi-Sensor Fusion for the CHI Construction

The formulation of the CHI on a certain mode is

CHI = kcUc + kgUg + kTT, (16)

where kc is the weight of the collector voltage Uc, kg is the weight of the gate voltage Ug
and kT is the weight of the temperature T.
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The weight calculation formulas are
kc = akg

kT = kc + kg
kc + kg + kT = 1

, (17)

where a expresses the quantitative relationship between the voltages in the IGBT module
due to Kirchhoff’s laws. Both the collector and gate voltages contribute to the tempera-
ture rising.
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The CHI of different modes is normalized and then plotted in Figures 18–20, in which
we can visualize the degradation trend. The failure points of different modes are also
pointed out and the corresponding data values are the FT of different modes.
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5.4. Statistical Fitting of the Multi-Modal IGBT Degradation

Weibull distribution, exponential distribution, Gaussian distribution and lognormal
distribution are utilized in the fitting experiment of the IGBT degradation data [29]. The
root mean-squared error (RMSE) and the determination coefficient R2 are chosen as the
evaluation metrics. Smaller values of the RMSE and higher values of the R2 imply better
fitting results. The fitting results are compiled in Tables 1–3. Because the best fitting
distribution is the Weibull distribution, it is appropriate to use the fWm to model the
stochasticity of the IGBT degradation.

Table 1. Statistical fitting results for the degradation data in the active mode.

Weibull Exponential Gaussian Lognormal

RMSE 17.0788 128.1649 70.4507 71.0164
R2 0.9812 0 0.6796 0.6745
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Table 2. Statistical fitting results for the degradation data in the saturation mode.

Weibull Exponential Gaussian Lognormal

RMSE 19.7875 23.2325 22.4567 22.5057
R2 0.2684 0 0.0577 0.0536

Table 3. Statistical fitting results for the degradation data in the forward locking mode.

Weibull Exponential Gaussian Lognormal

RMSE 10.3302 13.5106 12.8000 13.0980
R2 0.4075 0 0.0903 0.0475

5.5. Statistical Properties of the Multi-Modal IGBT Degradation

The augmented Dickey–Fuller test is conducted, which shows that the degradation
data are nonstationary [30]. Thus, the wavelet variance algorithm is utilized for the
calculation of Hurst exponents (see Figure 21) [31]. The skewness and kurtosis values are
also calculated for the different modes. The Hurst exponents, skewness values and kurtosis
values are summarized in Table 4.
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Table 4. Statistical metrics of the degradation data in different modes.

Active Mode Saturation Mode Forward Locking Mode

skewness −9.6191 −10.5156 −9.4602
kurtosis 109.1250 115.7426 101.8027
Hurst exponent 0.8644 0.9981 0.6399

5.6. Performance Evaluation of the Proposed RUL Prediction Model

The RUL prediction results based on the multi-modal fWm are plotted in Figure 22.
The APF model, SA-NN model, OSGP model and PCE model are used for the model
comparison (see Figure 23). The point predictions are illustrated in Figure 24.
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The boxplot of the relative prediction error is depicted in Figure 25. In Table 5, the
maximum relative prediction error, mean relative prediction error, standard deviation (std),
mean absolute error (MAE) and RMSE are compiled.
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Table 5. Statistical metrics of the predictive error.

Maximum Mean Std MAE RMSE

fWm 0.0296 0.0178 0.0092 42.3548 46.6874
APF 0.0383 0.0259 0.0120 61.6 66.7083
OSGP 0.0421 0.0283 0.0136 67.2 73.1574
PCE 0.0505 0.0320 0.0159 76.2 83.3847
SA-NN 0.0349 0.0214 0.0107 51 55.8194
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6. Conclusions

In this work, an adaptive RUL prediction model is proposed for the IGBT module
with PWM control. The model training is conducted with the output of the multi-sensor
fusion algorithm.

The IGBT operation under PWM control features multi-modal characteristics, which
can be modeled with the Markovian mode transition stochastic process. Transfer learning is
employed to estimate the Markovian transition probabilities. The fWm of multiple modes
is utilized to model the stochasticity of the multi-modal IGBT degradation. The drift and
diffusion coefficients in the degradation model are adaptively updated with the evolution
of the random walk.

In the future, we are determined to extend the proposed model to the RUL prediction
of other electric components, e.g., lithium batteries and supercapacitor and light-emitting
diodes, in which the multi-modal characteristics can also be found [32–34].
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Abbreviations

IGBT insulated-gate bipolar transistor
PWM pulse-width modulation
RUL residual useful life
APF auxiliary particle filter
SA-NN self-attention-based neural network
OSGP optimal scale Gaussian process model
PCE Poisson computationally efficient model
fWm fractional Weibull motion
CHI complex health indicator
FT failure threshold
EOL end of life
pdf probability density function
RMSE root mean-squared error
MAE mean absolute error
std standard deviation
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