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Abstract: This research uses a novel analytical method known as the modified Extended Direct
Algebraic Method (mEDAM) to explore families of soliton solutions for the complex structured
Coupled Fractional Biswas–Arshed Model (CFBAM) in Birefringent Fibers. The Direct Algebraic
Method (DAM) is extended by the mEDAM’s methodology to compute more analytical solutions
that would otherwise be difficult to acquire. We use this method to derive several families of soliton
solutions and examine their characteristics. We also look at how different model parameters, such
as amplitude, width, and propagation speed, affect the dynamics of soliton. Our use of 2D and
3D graphics to illustrate the soliton solutions also makes it possible to see the soliton dynamics
more clearly. The outcomes also demonstrate that the method suggested has proven successful in
producing soliton solutions for intricate structures such as the CFBAM.

Keywords: Fractional Coupled Biswas–Arshed Model; Extended Direct Algebraic Method; birefringent
fibers; variable transformation; solitons solutions

1. Introduction

In order to model complex physical phenomena with non-classical and non-local
effects such as long-range interactions and fractal materials, Fractional Partial Differential
Equations (FPDEs) have become a promising mathematical tool. As compared to conven-
tional Partial Differential Equations (PDEs), FPDEs provide a more precise and thorough
description of such complex processes, making them an important tool for researchers in
the fields of physics, engineering, and other sciences [1–4]. Because of this, FPDEs are being
used more often in scientific research. This has made it easier to create new theoretical
frameworks and experimental plans that can better capture the complex behaviors of
natural systems [5–9].

The CFBAM expands the complex structured Coupled Biswas–Arshed Model (CBAM)
by including fractional temporal derivatives as well as second- and third-order temporal-
spatial dispersion [10]. By taking into consideration the effects of Group Velocity Dispersion
(GVD), Polarization Mode Dispersion (PMD), self-phase modulation, and higher-order
dispersion, this model properly depicts soliton propagation in birefringent fibers. Short
Term Dispersion (STD) (which results from changes in the fiber’s refractive index over brief
distances) is also taken into account by the model. Polarization controllers or polarization-
maintaining fibers can be used to account for the soliton propagation in birefringent fibers.
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The CFBAM has significant uses in optical communication systems for long-distance and
high-speed data transfer [11].

Since non-local and memory effects cannot be accounted by conventional integer-
order differential equations, it is advantageous to consider the CBAM in fractional form.
This could give modelers of complicated processes with long-term memory effects a more
flexible and broad framework. The CFBAM can more accurately depict the soliton wave
propagation in birefringent fibers by using fractional temporal and spatial derivatives,
particularly in the presence of high degrees of dispersion and noise. The design and
improvement of optical communication systems for high-speed data transfer over vast
distances can benefit greatly from the use of this model. In the current investigation, the
CFBAM is taken into account in the form of two vector polarity components in birefrin-
gent fibers without Four Wave Mixing (FWM) factors. The FBAM without FWM in the
birefringent fibers is given as:

iuα
t + a1u2β

xx + b1uαβ
xt + i(c1u3β

xxx + e1uα2β
xxt ) = i[(λ1(| u |2 u)β

x

+ γ1(| v |2 v)β
x ] + i[µ1(| u |2)β

x + α1(| v |2)βx]u + i[θ1 | u |2 +τ1 | v |2]uβ
x ,

(1)

ivα
t + a2v2β

xx + b2vαβ
xt + i(c2v3β

xxx + e2vα2β
xxt ) = i[(λ2(| v |2 v)β

x

+ γ2(| u |2 u)β
x ] + i[µ2(| v |2)β

x + α2(| u |2)x]v + i[θ2 | v |2 +τ2 | u |2]vβ
x ,

(2)

where 0 < α, β ≤ 1, u = u(x, t) & v = v(x, t). The first terms in (1) and (2) are referred to as
the temporal development of pulses. The coefficients ak and bk, (k = 1, 2) give evidence
for the existence of GVD and STD. The coefficients ck and ek, respectively, ensure the
presence of third order STD and third-order temporal dispersion (3OD). The coefficients
of λk, γk, µk, αk, θk, and τk ensure the nonlinear terms that show nonlinear dispersion and
self-steepening.

Due to their non-local and non-classical nature, FPDEs are difficult to be solved
analytically. Even though analytical methods offer more precise results and in-depth
understanding of the underlying physical processes, they might not always be available or
simple to use in order to solve FPDEs. In these situations, the solutions are approximated
using numerical techniques including the finite difference method [12], finite element
method [13], and wavelet operational method [14]. However, compared to analytical
approaches, numerical methods have some drawbacks, such as error from discretization
and rounding, a lack of closed-form solutions, problems with stability and convergence, and
high computing costs for big or complicated problems. Numerical solutions may also be
challenging to comprehend in the absence of a closed-form solution, while convergence and
stability problems necessitate careful method selection and testing. Therefore, analytical
techniques such as the Fractional Differential Transform Method (FDTM) [15], Variational
Iteration Method (VIM) [16], (G′/G)-expansion method [17], tan-expansion method [18],
exp-function method [19], mEDAM [20] and many others [21–25] are created to tackle the
complexity of FPDEs and provide distinct benefits over numerical techniques.

Among these analytical techniques, a novel technique called the mEDAM may be
utilized to find families of solitons solutions for FPDEs. mEDAM uses a variable transfor-
mation to convert the FPDE into nonlinear Ordinary Differential Equations (ODE). The
nonlinear ODE is then transformed into a set of algebraic equations using the supposition
of a series form solution. The soliton solutions for the desired FPDEs can be obtained by
solving the ensuing system of algebraic equations. The mEDAM can manage the non-local
and non-classical character of these equations, making it particularly helpful for FPDEs
that are challenging to solve with traditional analytical techniques. The soliton solutions
obtained by mEDAM can also provide light on the system’s behavior and aid in a better
understanding of the underlying physical processes.

The goal of this research is to retrieve a novel soliton solution for the CFBAM in
birefringent fibers. Before this research work, mathematicians have addressed this model
using different analytical methods; for example, Li [26] explored the BA model, acquired
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optical soliton solutions, and produced phase portraits. Similarly, the stated model with
beta derivative was examined by Ozkan [27], who used the simplest equation technique and
an extended hyperbolic auxiliary approach to discover optical soliton solutions. In [28], the
BA model with beta derivative was subjected by Zafar et al. to the expanded Sinh–Gordon
expansion and the modified expansion processes in order to obtain optical solutions. On
the other hand, the optical solutions were obtained by Hosseini [29] using the Jacobi and
Kudryashov techniques from the BA model with beta derivative. Demiray [30] examined
solitary waves for the given model using the generalized Kudryashov approach. Similarly,
Shiekh et al. utilized Jacobi’s elliptic function approach to address CBAM in integer
orders [10].

The fractional derivatives present in (1) and (2) are defined in Caputo’s sense. This
derivative’s operator for a smooth function f (x, t) is defined as [31]:

Dα
y z(x, y) =

{
1

Γ(1−α)

∫ y
0

∂
∂ρ z(x, ρ)(ρ− y)−αdρ, α ∈ (0, 1)

∂z(x,y)
∂t , α = 1

(3)

The FPDEs in (1) and (2) are converted into NODEs using the derivative’s two follow-
ing properties:

Dr
ζζk =

Γ(1 + k)
Γ(1 + k− r)

ζk−r, (4)

Dα
ζ y[x(ζ)] = y′x(x(ζ))Dα

ζ x(ζ) = Dα
xy(x(ζ))[x′(ζ)]α, (5)

where k is a real number and y(ζ) and x(ζ) represent arbitrary functions that are differentiable.

2. The Methodology of Modified EDAM [32]

In this section, we outline the mEDAM technique. Consider the FPDE of the form:

E(Ψ, ∂
ρ
t Ψ, ∂

$
ϕ1 Ψ, ∂σ

ϕ2
Ψ, Ψ∂

β
ϕ1 Ψ, . . .) = 0, 0 < ρ, $, σ ≤ 1, (6)

where Ψ = Ψ(t, ϕ1, ϕ2, ϕ3, . . . , ϕn).
The following steps are used to solve (6):

1. First, we carry out a variable transformation Ψ(t, ϕ1, ϕ2, ϕ3, . . . , ϕn) = θ(Φ),
Φ = Φ(t, ϕ1, ϕ2, ϕ3, . . . , ϕn), where there are several ways to describe Φ.
Thus, (6) is changed by this transformation to a nonlinear ODE of the following form:

F(θ, θ′, θθ′, . . . ) = 0, (7)

where θ in (7) has derivatives with respect to Φ. Sometimes, the constant(s) of
integration may then be obtained by integrating (7) a single time or more.

2. Then, we assume that (7) has the following solution:

θ(Φ) =
b1

∑
j=−b1

aj(Y(Φ))j, (8)

where aj(l = −b1, . . . , 0, 1, 2, . . . , b1) are unknown constants to be estimated later, and
Y(Φ) satisfies the following nonlinear first order ODE:

Y′(Φ) = ln(A)(c(Y(Φ))2 + bY(Φ) + a), (9)

where c, b, a are arbitrary constants and A 6= 0, 1.
3. Finding the homogeneous balance among the greatest nonlinear term and the highest

order derivative in (7) yields the positive integer b1 given in (8).
4. Next, we plug (8) in (7) or in the integrated form of (7), and then all those terms of

(Y(Φ)) which have same orders are assembled, which yields a polynomial in (Y(Φ)).
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The obtained polynomial’s coefficients are then all set to zero, resulting in a system of
algebraic equations for al(l = −b1, . . . , 0, 1, 2, . . . , b1) and additional parameters.

5. To resolve this set of algebraic equations, we utilize MAPLE.
6. The analytical solutions to Equation (6) are then obtained by determining the unknown

parameters and inserting them into Equation (8) together with Y(Φ) (the solution of
Equation (9)). We may create the families of precise soliton solutions shown below
using the general solution of (9):

Family 1. For P < 0 and c 6= 0, the following family of solitary wave solutions is implied
by the general solution of (9):

Y1(Φ) = − b
2c

+

√
−P tanA

(
1/2
√
−PΦ

)
2c

,

Y2(Φ) = − b
2c
−
√
−P cotA

(
1/2
√
−PΦ

)
2c

,

Y3(Φ) = − b
2c

+

√
−P
(
tanA

(√
−PΦ

)
±
(√

pq secA
(√
−PΦ

)))
2c

,

Y4(Φ) = − b
2c
−
√
−P
(
cotA

(√
−PΦ

)
±
(√

pq cscA
(√
−PΦ

)))
2c

,

and

Y5(Φ) = − b
2c

+

√
−P
(
tanA

(
1/4
√
−PΦ

)
− cotA

(
1/4
√
−PΦ

))
4c

.

Family 2. For P > 0 and c 6= 0 the following family of solitary wave solutions is implied
by the general solution of (9):

Y6(Φ) = − b
2c
−

√
P tanhA

(
1/2
√

PΦ
)

2c
,

Y7(Φ) = − b
2c
−

√
P cothA

(
1/2
√

PΦ
)

2c
,

Y8(Φ) = − b
2c
−

√
P
(

tanhA

(√
PΦ
)
±
(√

pqsechA

(√
PΦ
)))

2c
,

Y9(Φ) = − b
2c
−

√
P
(

cothA

(√
PΦ
)
±
(√

pqcschA

(√
PΦ
)))

2c
,

and

Y10(Φ) = − b
2c
−

√
P
(

tanhA

(
1/4
√

PΦ
)
− cothA

(
1/4
√

PΦ
))

4c
.

Family 3. For b = 0 and ca > 0, the following family of precise solitary wave solutions is
implied by the general solution of (9):

Y11(Φ) =

√
a
c

tanA
(√

caΦ
)
,

Y12(Φ) = −
√

a
c

cotA
(√

caΦ
)
,

Y13(Φ) =

√
a
c
(
tanA

(
2
√

caΦ
)
±
(√

qp secA
(
2
√

caΦ
)))

,

Y14(Φ) = −
√

a
c
(
cotA

(
2
√

caΦ
)
±
(√

qp cscA
(
2
√

caΦ
)))

,
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and

Y15(Φ) =

√
a

4c

(
tanA

(
1
2
√

caΦ
)
− cotA

(
1
2
√

caΦ
))

.

Family 4. For b = 0 and ac > 0, the following family of solitary wave solutions is implied
by the general solution of (9):

Y16(Φ) = −
√
− a

c
tanhA

(√
−acΦ

)
,

Y17(Φ) = −
√
− a

c
cothA

(√
−acΦ

)
,

Y18(Φ) = −
√
− a

c

(
tanhA

(
2
√
−acΦ

)
±
(

i
√

pqsechA

(
2
√
−acΦ

)))
,

Y19(Φ) = −
√
− a

c

(
cothA

(
2
√
−acΦ

)
±
(√

pqcschA

(
2
√
−acΦ

)))
,

and

Y20(Φ) = −1
2

√
− a

c

(
tanhA

(
1
2
√
−caΦ

)
+ cothA

(
1
2
√
−caΦ

))
.

Family 5. For b = 0 and c = a, the following family of solitary wave solutions is implied
by the general solution of (9):

Y21(Φ) = tanA(aΦ),

Y22(Φ) = − cotA(aΦ),

Y23(Φ) = tanA(2 (aΦ))± (
√

qp secA(2 (aΦ))),

Y24(Φ) = − cotA(2 (aΦ))± (
√

qp cscA(2 (aΦ))),

and
Y25(Φ) =

1
2

tanA

( a
2

Φ
)
− 1/2 cotA

( a
2

Φ
)

.

Family 6. For b = 0 and c = −a, the following family of solitary wave solutions is implied
by the general solution of (9):

Y26(Φ) = − tanhA(aΦ),

Y27(Φ) = − cothA(aΦ),

Y28(Φ) = − tanhA(2 (aΦ))± (i
√

pqsechA(2 (aΦ))),

Y29(Φ) = − cothA(2 (aΦ))± (
√

pqcschA(2 (aΦ))),

and
Y30(Φ) = −1

2
tanhA

( a
2

Φ
)
− 1

2
cothA

( a
2

Φ.
)

Family 7. For P = 0, the following family of solitary wave solutions is implied by the
general solution of (9):

Y31(Φ) = −2
a(bΦ lnA + 2)

b2Φ lnA
.

Family 8. For c = 0, b = λ, and a = λn where n 6= 0, the following precise family of
solitary wave solutions is implied by the general solution of (10):

Y32(Φ) = Aλ (Φ) − n.
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Family 9. For c = b = 0, the following family of solitary wave solutions is implied by the
general solution of (9):

Y33(Φ) = aΦ lnA.

Family 10. For b = a = 0, the general solution of (10) implies the following family of
solitary wave solution:

Y34(Φ) =
−1

clnAΦ
.

Family 11. For c 6= 0, b 6= 0, and a = 0,the following family of solitary wave solutions is
implied by the general solution of (9):

Y35(Φ) = − pb
c(coshA(bΦ)− sinhA(bΦ) + p)

,

and

Y36(Φ) = − b(coshA(bΦ) + sinhA(bΦ))

c(coshA(bΦ) + sinhA(bΦ) + q)
.

Family 12. For a = 0, b = λ, and c = λn(n 6= 0), the following family of solitary wave
solutions is implied by the general solution of (9):

Y37(Φ) =
pAλ Φ

p− nqAλ Φ .

where P = b2 − 4ca, q, p > 0 and are called deformation parameters. The generalized
hyperbolic and trigonometric functions are described as follows:

sinA(Φ) =
pAiΦ − qA−iΦ

2i
, cosA(Φ) =

pAiΦ + qA−iΦ

2
,

secA(Φ) =
1

cosA(Φ)
, cscA(Φ) =

1
sinA(Φ)

,

tanA(Φ) =
sinA(Φ)

cosA(Φ)
, cotA(Φ) =

cosA(Φ)

sinA(Φ)
,

Similarly,

sinhA(Φ) =
pAΦ − qA−Φ

2
, coshA(Φ) =

pAΦ + qA−Φ

2
,

sechA(Φ) =
1

coshA(Φ)
, cschA(Φ) =

1
sinhA(Φ)

,

tanhA(Φ) =
sinhA(Φ)

coshA(Φ)
, cothA(Φ) =

coshA(Φ)

sinhA(Φ)
,

3. Application of mEDAM

To solve the targeted model, we first apply the following variable transformation:

u(x, t) = R1(ξ)exp[iη(x, t)], v(x, t) = R2(ξ)exp[iη(x, t)], (10)

where

ξ =
xβ

Γ(1 + β)
− νtα

Γ(1 + α)
, η =

−kxβ

Γ(1 + β)
+

ωtα

Γ(1 + α)
+ θ0, (11)

where the terms ν, k, ω, and θ0 refer to the soliton’s velocity, wave number, frequency, and
phase constant, respectively, while η stands for the soliton’s phase component, and R1(ξ)
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and R2(ξ) stand for the pulse’s shape, respectively. This transformation converts (1) and (2)
to the a system of nonlinear ODEs. The real parts of this system are shown below:

[a1 + 3c1k− b1ν− (2νk + ω)e1]R′′1 + [ωk(e1k + b1)− c1k3 − k2a1 −ω]R1

− k(θ1 + λ1)R3
1 − kτ1R1R2

2 − kγ1R3
2,

(12)

[a2 + 3c2k− b2ν− (2νk + ω)e2]R′′2 + [ωk(e2k + b2)− c2k3 − k2a2 −ω]R2

− k(θ2 + λ2)R3
2 − kτ2R2R2

1 − kγ2R3
1,

(13)

while the imaginary parts are

(c1 − e1ν)R′′′1 + (ωb1 + νkb1 − ν− 3k2c1 − 2ka1 + νk2e1 + 2ωe1k)R′1
− (2µ1 + 3λ1 + θ1)R2

1R′1 − 2α1R1R2R′2 − 3γ1R2
2R′2 − τ1R′1P2

2 = 0,
(14)

(c2 − e2ν)R′′′2 + (ωb2 + νkb2 − ν− 3k2c2 − 2ka2 + νk2e2 + 2ωe2k)R′2
− (2µ2 + 3λ2 + θ2)R2

2R′2 − 2α1R2R1R′1 − 3γ2R2
1R′1 − τ2R′2P2

1 = 0,
(15)

Let
R2 = µR1, (16)

where µ is a constant. This then transforms (12) and (13) into the subsequent forms:

[a1 + 3c1k− b1ν− (2kν)e1 + ω]R′′1 + [ωk(e1k + b1)− c1k3 − k2a1 −ω]R1

− k(θ1 + λ1 + τ1µ2 + γ1µ2)R3
1 = 0,

(17)

µ[a2 + 3c2k− b2ν− (2kν + ω)e2]R′′1 + µ[ωk(e2k + b2)− k3c2 − a2k2 −ω]R1

− k[µ2(θ2 + λ2) + µτ2 + γ2]R3
1 = 0,

(18)

while (14) and (15) change into the subsequent form:

(c1 − e1ν)R′′′1 + (ωb1 + νb1k− ν− 3k2c1 − 2ka1 + νk2e1 + 2ωke1)R′1
− (2µ1 + θ1 + 3λ1 + 2µ2α1 + 3γ1µ3 + µ2τ1)R2

1R′1 = 0,
(19)

µ(c2 − e2ν)R′′′1 + µ(ωb2 + kνb2 − ν− 3c2k2 − 2a2k + νk2e2 + 2kωe2)R′1
− [µ3(2µ2 + 3λ2 + θ2) + 2µα2 − 3γ2 − µτ2)R2

1R′1 = 0,
(20)

applying a linearly independent principal on (17) and (18), we obtain

a1 + 3kc1 − νb1 − (2kν + ω)e1 = 0,

kω(e1k + b1)−ω− k3c1 − a1k2 = 0,

k[γ1 + λ1 + θ1 + µ2τ1] = 0,

µ[a2 + 3kc2 − νb2 − (2kν + ω)e2] = 0,

µ[kω(ke2 + b2)− k3c2 − a2k2 −ω] = 0,

k[(λ2 + θ2)µ
3 + µτ2 + γ2] = 0.

(21)

The first and fourth equations of (21) determine the soliton’s velocity ν as:

ν =
a1 −ωe1 + 3c1k

2e1k + b1
, (22)

and
ν =

a2 −ωe2 + 3c2k
2e2k + b2

, (23)
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respectively. From (22) and (23), we have the following constraints condition:

(a1 −ωe1 + 3c1k)(2e2k + b2) = (a2 −ωe2 + 3c2k)(2e1k + b1), (24)

Similarly, the wave number ω can be obtained from the second and fifth equations
of (21) as:

ω =
k2(kc1 + a1)

(e1k + b1)k− 1
, (25)

and

ω =
k2(kc2 + a2)

k(ke2 + b2)− 1
. (26)

From (25) and (26), we have the following constraints condition:

(k2(kc1 + a1))((e1k + b1)k− 1) = (k2(kc2 + a2))(k(ke2 + b2)− 1), (27)

The model is reduced to a single pair of Equations (19) and (20), by the constraints
in (24) and (27). By integrating (19) and (20) while considering the constant of integration
zero, we obtain

3(c1 − e1ν)R′′1 + 3(b1ω + νb1k− ν− 3c1k2 − 2a1k + νk2e1 + 2kωe1)R1

− (2µ1 + θ1 + 3λ1 + 2α1µ2 + 3µ3γ1 + µ2τ1)R3
1 = 0,

(28)

3µ(c2 − e2ν)R′′1 + 3µ(ωb2 + kνb2 − 3k2c2 − ν− 2a2k + νe2k2 + 2ωe2k)R1

− [µ3(2µ2 + θ2 + 3λ2)− 3γ2 + 2α2µ− µτ2]R3
1 = 0,

(29)

Equations (28) and (29) have the same form under the following constraint conditions:

c1 − e1ν

µ(c2 − e2ν)
=

b1ω + νb1k− ν− 3c1k2 − 2a1k + νk2e1 + 2kωe1

µ(ωb2 + kνb2 − 3k2c2 − ν− 2a2k + νe2k2 + 2ωe2k)

=
2µ1 + θ1 + 3λ1 + 2α1µ2 + 3µ3γ1 + µ2τ1

µ3(2µ2 + θ2 + 3λ2)− 3γ2 + 2α2µ− µτ2
,

(30)

where ν and ω are given in (22) and (25). The next task is to solve (28) using the sug-
gested approach.

Results

The finding of homogeneous balance among the nonlinear term R3
1 and the highest

order derivative R′′1 suggests that b1 = 1. We provide the series-based solution for (28) by
putting b1 = 1 in Equation (8):

R1(Φ) =
1

∑
l=−1

dl(Y(Φ))l . (31)

The values of the constants dl for l = −1, 0, 1 require to be determined to obtain the
soliton solutions. An expression in terms of Y(Φ) is produced by substituting Equation
(31) in Equation (28). Then a system of algebraic equations is produced by setting the
coefficients of (Y(Φ))i to zero for i = −3,−2,−1, 0, 1, 2, 3. We can find two viable solutions
for this system using the Maple software, which are given as:

Case 1:

d1 = 0, d−1 = d−1, d0 =
1√
2

√
h1

h3
b ln(A),

a =

√
h3d−1√

2h1 ln(A)
, c =

−2 h2 + h1(ln(A))2b2

2
√

2h1h3 ln(A)d−1
,

(32)
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Case 2:

d1 = d1, d−1 = 0, d0 =
1√
2

√
h1

h3
b ln(A),

c =
√

h3d1√
2h1 ln(A)

, a =
−2 h2 + h1(ln(A))2b2

2
√

2h1h3 ln(A)d1
,

(33)

where

h1 = 3(c1 − e1ν),

h2 = 3(b1ω + νb1k− ν− 3c1k2 − 2a1k + νk2e1 + 2kωe1),

h3 = 2µ1 + θ1 + 3λ1 + 2α1µ2 + 3µ3γ1 + µ2τ1.

With regard to case 1, we obtain the following precise families of traveling soliton
solutions:

Family 1. Equations (16) and (31) are used to obtain the following corresponding soliton
solutions when P < 0quadc, banda 6= 0:

u1(x, t) = eiη(d−1

(
− b

2c
+

√
−P tan

(
1/2
√
−Pξ

)
2c

)−1

+
1√
2

√
h1

h3
b ln(A)),

v1(x, t) = µeiη(d−1

(
− b

2c
+

√
−P tan

(
1/2
√
−Pξ

)
2c

)−1

+
1√
2

√
h1

h3
b ln(A)),

(34)

u2(x, t) = eiη(d−1

(
− b

2c
−
√
−P cot

(
1/2
√
−Pξ

)
2c

)−1

+
1√
2

√
h1

h3
b ln(A)),

v2(x, t) = µeiη(d−1

(
− b

2c
−
√
−P cot

(
1/2
√
−Pξ

)
2c

)−1

+
1√
2

√
h1

h3
b ln(A)),

(35)

u3(x, t) = eiη(d−1

(
− b

2c
+

√
−P
(
tan
(√
−Pξ

)
±
(√

pq sec
(√
−Pξ

)))
2c

)−1

+
1√
2

√
h1

h3
b ln(A)),

v3(x, t) = µeiη(d−1

(
− b

2c
+

√
−P
(
tan
(√
−Pξ

)
±
(√

pq sec
(√
−Pξ

)))
2c

)−1

+
1√
2

√
h1

h3
b ln(A)),

(36)

u4(x, t) = eiη(d−1

(
− b

2c
−
√
−P
(
cot
(√
−Pξ

)
±
(√

pq csc
(√
−Pξ

)))
2c

)−1

+
1√
2

√
h1

h3
b ln(A)),

v4(x, t) = µeiη(d−1

(
− b

2c
−
√
−P
(
cot
(√
−Pξ

)
±
(√

pq csc
(√
−Pξ

)))
2c

)−1

+
1√
2

√
h1

h3
b ln(A)),

(37)
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and

u5(x, t) = eiη(
1√
2

√
h1

h3
b ln(A) + d−1×(

− b
2c

+

√
−P
(
tan
(
1/4
√
−Pξ

)
− cot

(
1/4
√
−Pξ

))
4c

)−1

),

v5(x, t) = µeiη(
1√
2

√
h1

h3
b ln(A) + d−1×(

− b
2c

+

√
−P
(
tan
(
1/4
√
−Pξ

)
− cot

(
1/4
√
−Pξ

))
4c

)−1

).

(38)

Family 2. The soliton solutions to Equations (16) and (31) are as follows when P is greater
than 0 and a, b, and c are all non-zero:

u6(x, t) = eiη(d−1

− b
2c
−

√
P tanh

(
1/2
√

Pξ
)

2c

−1

+
1√
2

√
h1

h3
b ln(A)),

v6(x, t) = µeiη(d−1

− b
2c
−

√
P tanh

(
1/2
√

Pξ
)

2c

−1

+
1√
2

√
h1

h3
b ln(A)),

(39)

u7(x, t) = eiη(d−1

− b
2c
−

√
P coth

(
1/2
√

Pξ
)

2c

−1

+
1√
2

√
h1

h3
b ln(A)),

v7(x, t) = µeiη(d−1

− b
2c
−

√
P coth

(
1/2
√

Pξ
)

2c

−1

+
1√
2

√
h1

h3
b ln(A)),

(40)

u8(x, t) = eiη(d−1

− b
2c
−

√
P
(

tanh
(√

Pξ
)
±
(√

pqsech
(√

Pξ
)))

2c

−1

+
1√
2

√
h1

h3
b ln(A)),

v8(x, t) = µeiη(d−1

− b
2c
−

√
P
(

tanh
(√

Pξ
)
±
(√

pqsech
(√

Pξ
)))

2c

−1

+
1√
2

√
h1

h3
b ln(A)),

(41)
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u9(x, t) = eiη(
1√
2

√
h1

h3
b ln(A) + d−1×− b

2c
−

√
P
(

coth
(√

Pξ
)
+ 1√

2

(√
pqcsch

(√
Pξ
)))

2c

−1

),

v9(x, t) = µeiη(
1√
2

√
h1

h3
b ln(A) + d−1×− b

2c
−

√
P
(

coth
(√

Pξ
)
+ 1√

2

(√
pqcsch

(√
Pξ
)))

2c

−1

),

(42)

and

u10(x, t) = eiη(
1√
2

√
h1

h3
b ln(A) + d−1×− b

2c
−

√
P
(

tanh
(

1/4
√

Pξ
)
− coth

(
1/4
√

Pξ
))

4c

−1

),

v10(x, t) = µeiη(
1√
2

√
h1

h3
b ln(A) + d−1×− b

2c
−

√
P
(

tanh
(

1/4
√

Pξ
)
− coth

(
1/4
√

Pξ
))

4c

−1

).

(43)

Family 3. The soliton solutions corresponding to Equations (16) and (31) may be derived
as follows when ac is larger than zero and b is equal to zero:

u11(x, t) = eiη(d−1

√
c
a
(
tan
(√

acξ
))−1

),

v11(x, t) = µeiη(d−1

√
c
a
(
tan
(√

acξ
))−1

),
(44)

u12(x, t) = eiη(−d−1

√
c
a
(
cot
(√

acξ
))−1

),

v12(x, t) = µeiη(−d−1

√
c
a
(
cot
(√

acξ
))−1

),
(45)

u13(x, t) = eiη(d−1

√
c
a
(
tan
(
2
√

acξ
)
±
(√

pq sec
(
2
√

acξ
)))−1

),

v13(x, t) = eiη(d−1

√
c
a
(
tan
(
2
√

acξ
)
±
(√

pq sec
(
2
√

acξ
)))−1

),
(46)

u14(x, t) = eiη(−d−1

√
c
a
(
cot
(
2
√

acξ
)
±
(√

pq csc
(
2
√

acξ
)))−1

),

v14(x, t) = µeiη(−d−1

√
c
a
(
cot
(
2
√

acξ
)
±
(√

pq csc
(
2
√

acξ
)))−1

),
(47)

and

u15(x, t) = eiη(2 d−1

√
c
a
(
tan
(
1/2
√

acξ
)
− cot

(
1/2
√

acξ
))−1

),

v15(x, t) = µeiη(2 d−1

√
c
a
(
tan
(
1/2
√

acξ
)
− cot

(
1/2
√

acξ
))−1

).
(48)
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Family 4. If ac is higher than 0 and b is equal to 0, then we can use Equations (16) and (31)
to obtain the appropriate soliton solutions, as follows:

u16(x, t) = eiη(−d−1

√
−c
a

(
tanh

(√
−acξ

))−1
),

v16(x, t) = µeiη(−d−1

√
−c
a

(
tanh

(√
−acξ

))−1
),

(49)

u17(x, t) = eiη(−d−1

√
−c
a

(
coth

(√
−acξ

))−1
),

v17(x, t) = µeiη(−d−1

√
−c
a

(
coth

(√
−acξ

))−1
),

(50)

u18(x, t) = eiη(−d−1

√
−c
a

(
tanh

(
2
√
−acξ

)
±
(

i
√

pqsech
(

2
√
−acξ

)))−1
),

v18(x, t) = µeiη(−d−1

√
−c
a

(
tanh

(
2
√
−acξ

)
±
(

i
√

pqsech
(

2
√
−acξ

)))−1
),

(51)

u19(x, t) = eiη(−d−1

√
−c
a

(
coth

(
2
√
−acξ

)
±
(√

pqcsch
(

2
√
−acξ

)))−1
),

v19(x, t) = µeiη(−d−1

√
−c
a

(
coth

(
2
√
−acξ

)
±
(√

pqcsch
(

2
√
−acξ

)))−1
),

(52)

and

u20(x, t) = eiη(−2 d−1

√
−c
a

(
tanh

(
1/2
√
−acξ

)
+ coth

(
1/2
√
−acξ

))−1
),

v20(x, t) = µeiη(−2 d−1

√
−c
a

(
tanh

(
1/2
√
−acξ

)
+ coth

(
1/2
√
−acξ

))−1
).

(53)

Family 5. Equations (16) and (31) are used to obtain the following soliton solutions, where
c is equal to a and b is equal to zero:

u21(x, t) = eiη(
d−1

tan(aξ)
),

v21(x, t) = µeiη(
d−1

tan(aξ)
),

(54)

u22(x, t) = eiη(− d−1

cot(aξ)
),

v22(x, t) = µeiη(− d−1

cot(aξ)
),

(55)

u23(x, t) = eiη(
d−1

tan(2 aξ)±
(√

pq sec(2 aξ)
) ),

v23(x, t) = µeiη(
d−1

tan(2 aξ)±
(√

pq sec(2 aξ)
) ), (56)

u24(x, t) = eiη(
d−1

− cot(2 aξ)∓
(√

pq csc(2 aξ)
) ),

v24(x, t) = µeiη(
d−1

− cot(2 aξ)∓
(√

pq csc(2 aξ)
) ), (57)
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and

u25(x, t) = eiη(
d−1

1/2 tan(1/2 aξ)− 1/2 cot(1/2 aξ)
),

v25(x, t) = µeiη(
d−1

1/2 tan(1/2 aξ)− 1/2 cot(1/2 aξ)
).

(58)

Family 6. Equations (16) and (31) are used to find the appropriate soliton solutions if c is
equal to −a and b is equal to zero, as follows:

u26(x, t) = eiη(− d−1

tanh(aξ)
),

v26(x, t) = µeiη(− d−1

tanh(aξ)
),

(59)

u27(x, t) = eiη(− d−1

coth(aξ)
),

v27(x, t) = µeiη(− d−1

coth(aξ)
),

(60)

u28(x, t) = eiη(
d−1

− tanh(2 aξ)∓
(
i
√

pqsech(2 aξ)
) ),

v28(x, t) = µeiη(
d−1

− tanh(2 aξ)∓
(
i
√

pqsech(2 aξ)
) ), (61)

u29(x, t) = eiη(
d−1

− coth(2 aξ)∓
(√

pqcsch(2 aξ)
) ),

v29(x, t) = µeiη(
d−1

− coth(2 aξ)∓
(√

pqcsch(2 aξ)
) ), (62)

and

u30(x, t) = eiη(
d−1

−1/2 tanh(1/2 aξ)− 1/2 coth(1/2 aξ)
),

v30(x, t) = µeiη(
d−1

−1/2 tanh(1/2 aξ)− 1/2 coth(1/2 aξ)
).

(63)

Family 7. When P = 0, then the corresponding soliton solutions are obtained with the help
of Equations (16) and (31), as follows:

u31(x, t) = eiη(− d−1b2ξ lnA
2a(bξ lnA + 2)

+
1√
2

√
h1

h3
b ln(A)),

v31(x, t) = µeiη(− d−1b2ξ lnA
2a(bξ lnA + 2)

+
1√
2

√
h1

h3
b ln(A)).

(64)

Family 8. Equations (16) and (31) are used to derive the equivalent soliton solutions where
b is equal to λ, where λ = a

n (n 6= 0) and c is equal to 0.

u32(x, t) = eiη(
d−1

Aλ ξ − n
+

1√
2

√
h1

h3
b ln(A)),

v32(x, t) = µeiη(
d−1

Aλ ξ − n
+

1√
2

√
h1

h3
b ln(A)).

(65)
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Family 9. Equations (16) and (31) are used to obtain the following soliton solutions in the
situation when b and c are both zeros:

u33(x, t) = eiη(
d−1

aξ lnA
),

v33(x, t) = µeiη(
d−1

aξ lnA
).

(66)

where ξ =
xβ

Γ(1 + β)
− νtα

Γ(1 + α)
, η =

−kxβ

Γ(1 + β)
+

ωtα

Γ(1 + α)
+ θ0, a =

√
h3d−1√

2h1 ln(A)
, c =

−2 h2 + h1(ln(A))2b2

2
√

2h1h3 ln(A)d−1
.

Now, considering case 2, we obtain the following precise families of traveling soliton
solutions:

Family 10. Equations (16) and (31) are used to determine the appropriate soliton solutions
in the case when P is smaller than zero and a, b, and c are all non-zero:

u34(x, t) = eiη(
1√
2

√
h1

h3
b ln(A) + d1

(
− b

2c
+

√
−P tan

(
1/2
√
−Pξ

)
2c

)
),

v34(x, t) = µeiη(
1√
2

√
h1

h3
b ln(A) + d1

(
− b

2c
+

√
−P tan

(
1/2
√
−Pξ

)
2c

)
),

(67)

u35(x, t) = eiη(
1√
2

√
h1

h3
b ln(A) + d1

(
− b

2c
−
√
−P cot

(
1/2
√
−Pξ

)
2c

)
),

v35(x, t) = µeiη(
1√
2

√
h1

h3
b ln(A) + d1

(
− b

2c
−
√
−P cot

(
1/2
√
−Pξ

)
2c

)
),

(68)

u36(x, t) = eiη(
1√
2

√
h1

h3
b ln(A)

+ d1

(
− b

2c
+

√
−P
(
tan
(√
−Pξ

)
±
(√

pq sec
(√
−Pξ

)))
2c

)
),

v36(x, t) = µeiη(
1√
2

√
h1

h3
b ln(A)

+ d1

(
− b

2c
+

√
−P
(
tan
(√
−Pξ

)
±
(√

pq sec
(√
−Pξ

)))
2c

)
),

(69)

u37(x, t) = eiη(
1√
2

√
h1

h3
b ln(A)

+ d1

(
− b

2c
−
√
−P
(
cot
(√
−Pξ

)
±
(√

pq csc
(√
−Pξ

)))
2c

)
),

v37(x, t) = µeiη(
1√
2

√
h1

h3
b ln(A)

+ d1

(
− b

2c
−
√
−P
(
cot
(√
−Pξ

)
±
(√

pq csc
(√
−Pξ

)))
2c

)
),

(70)
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and

u38(x, t) = eiη(
1√
2

√
h1

h3
b ln(A)

+ d1

(
− b

2c
+

√
−P
(
tan
(
1/4
√
−Pξ

)
− cot

(
1/4
√
−Pξ

))
4c

)
),

v38(x, t) = µeiη(
1√
2

√
h1

h3
b ln(A)

+ d1

(
− b

2c
+

√
−P
(
tan
(
1/4
√
−Pξ

)
− cot

(
1/4
√
−Pξ

))
4c

)
).

(71)

Family 11. Equations (16) and (31) are used to find the appropriate soliton solutions in the
situation of P > 0, when a, b, and c are all non-zero:

u39(x, t) = eiη(
1√
2

√
h1

h3
b ln(A) + d1

− b
2c
−

√
P tanh

(
1/2
√

Pξ
)

2c

),

v39(x, t) = µeiη(
1√
2

√
h1

h3
b ln(A) + d1

− b
2c
−

√
P tanh

(
1/2
√

Pξ
)

2c

),

(72)

u40(x, t) = eiη(
1√
2

√
h1

h3
b ln(A) + d1

− b
2c
−

√
P coth

(
1/2
√

Pξ
)

2c

),

v40(x, t) = µeiη(
1√
2

√
h1

h3
b ln(A) + d1

− b
2c
−

√
P coth

(
1/2
√

Pξ
)

2c

),

(73)

u41(x, t) = eiη(
1√
2

√
h1

h3
b ln(A)

+ d1

− b
2c
−

√
P
(

tanh
(√

Pξ
)
±
(√

pqsech
(√

Pξ
)))

2c

),

v41(x, t) = µeiη(
1√
2

√
h1

h3
b ln(A)

+ d1

− b
2c
−

√
P
(

tanh
(√

Pξ
)
±
(√

pqsech
(√

Pξ
)))

2c

),

(74)

u42(x, t) = eiη(
1√
2

√
h1

h3
b ln(A)

+ d1

− b
2c
−

√
P
(

coth
(√

Pξ
)
±
(√

pqcsch
(√

Pξ
)))

2c

),

v42(x, t) = µeiη(
1√
2

√
h1

h3
b ln(A)

+ d1

− b
2c
−

√
P
(

coth
(√

Pξ
)
±
(√

pqcsch
(√

Pξ
)))

2c

),

(75)
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and

u43(x, t) = eiη(
1√
2

√
h1

h3
b ln(A)

+ d1

− b
2c
−

√
P
(

tanh
(

1/4
√

Pξ
)
− coth

(
1/4
√

Pξ
))

4c

),

v43(x, t) = µeiη(
1√
2

√
h1

h3
b ln(A)

+ d1

− b
2c
−

√
P
(

tanh
(

1/4
√

Pξ
)
− coth

(
1/4
√

Pξ
))

4c

).

(76)

Family 12. By implementing Equations (16) and (31), the equivalent soliton solutions can
be derived whenever ac > 0 and b = 0 in this manner:

u44(x, t) = eiη(d1

√
a
c

tan
(√

acξ
)
)

v44(x, t) = µeiη(d1

√
a
c

tan
(√

acξ
)
),

(77)

u45(x, t) = eiη(−d1

√
a
c

cot
(√

acξ
)
),

v45(x, t) = µeiη(−d1

√
a
c

cot
(√

acξ
)
),

(78)

u46(x, t) = eiη(d1

√
a
c
(
tan
(
2
√

acξ
)
±
(√

pq sec
(
2
√

acξ
)))

),

v46(x, t) = µeiη(d1

√
a
c
(
tan
(
2
√

acξ
)
±
(√

pq sec
(
2
√

acξ
)))

),
(79)

u47(x, t) = eiη(−d1

√
a
c
(
cot
(
2
√

acξ
)
±
(√

pq csc
(
2
√

acξ
)))

),

v47(x, t) = µeiη(−d1

√
a
c
(
cot
(
2
√

acξ
)
±
(√

pq csc
(
2
√

acξ
)))

),
(80)

and

u48(x, t) = eiη(1/2 d1

√
a
c
(
tan
(
1/2
√

acξ
)
− cot

(
1/2
√

acξ
))
),

v48(x, t) = µeiη(1/2 d1

√
a
c
(
tan
(
1/2
√

acξ
)
− cot

(
1/2
√

acξ
))
).

(81)

Family 13. When ac < 0 and b = 0, then the corresponding soliton solutions are obtained
with the help of Equations (16) and (31), as follows:

u49(x, t) = eiη(−d1

√
− a

c
tanh

(√
−acξ

)
),

v49(x, t) = µeiη(−d1

√
− a

c
tanh

(√
−acξ

)
),

(82)
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u50(x, t) = eiη(−d1

√
− a

c
coth

(√
−acξ

)
),

v50(x, t) = µeiη(−d1

√
− a

c
coth

(√
−acξ

)
),

(83)

u51(x, t) = eiη(−d1

√
− a

c

(
tanh

(
2
√
−acξ

)
±
(

i
√

pqsech
(

2
√
−acξ

)))
),

v51(x, t) = µeiη(−d1

√
− a

c

(
tanh

(
2
√
−acξ

)
±
(

i
√

pqsech
(

2
√
−acξ

)))
),

(84)

u52(x, t) = eiη(−d1

√
− a

c

(
coth

(
2
√
−acξ

)
±
(√

pqcsch
(

2
√
−acξ

)))
),

v52(x, t) = µeiη(−d1

√
− a

c

(
coth

(
2
√
−acξ

)
±
(√

pqcsch
(

2
√
−acξ

)))
),

(85)

and

u53(x, t) = eiη(−1/2 d1

√
− a

c

(
tanh

(
1/2
√
−acξ

)
+ coth

(
1/2
√
−acξ

))
),

v53(x, t) = µeiη(−1/2 d1

√
− a

c

(
tanh

(
1/2
√
−acξ

)
+ coth

(
1/2
√
−acξ

))
).

(86)

Family 14. When Equations (16) and (31) are used to find the appropriate soliton solutions
where c is equal to a and b is equal to zero, the solutions are as follows:

u54(x, t) = eiη(+d1 tan(aξ)),

v54(x, t) = µeiη(+d1 tan(aξ)),
(87)

u55(x, t) = eiη(−d1 cot(aξ)),

v55(x, t) = µeiη(−d1 cot(aξ)),
(88)

u56(x, t) = eiη(d1(tan(2 aξ)± (
√

pq sec(2 aξ)))),

v56(x, t) = µeiη(d1(tan(2 aξ)± (
√

pq sec(2 aξ)))),
(89)

u57(x, t) = eiη(d1(− cot(2 aξ)∓ (
√

pq csc(2 aξ)))),

v57(x, t) = µeiη(d1(− cot(2 aξ)∓ (
√

pq csc(2 aξ)))),
(90)

and

u58(x, t) = eiη(d1(1/2 tan(1/2 aξ)− 1/2 cot(1/2 aξ))),

v58(x, t) = µeiη(d1(1/2 tan(1/2 aξ)− 1/2 cot(1/2 aξ))).
(91)

Family 15. Equations (16) and (31) are able to be used to find the equivalent soliton
solutions in the scenario where c is equal to −a and b is equal to zero, as follows:

u59(x, t) = eiη(−d1 tanh(aξ)),

v59(x, t) = µeiη(−d1 tanh(aξ)),
(92)

u60(x, t) = eiη(−d1 coth(aξ)),

v60(x, t) = µeiη(−d1 coth(aξ)),
(93)

u61(x, t) = eiη(d1(− tanh(2 aξ)∓ (i
√

pqsech(2 aξ)))),

v61(x, t) = µeiη(d1(− tanh(2 aξ)∓ (i
√

pqsech(2 aξ)))),
(94)
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u62(x, t) = eiη(d1(− coth(2 aξ)∓ (
√

pqcsch(2 aξ)))),

v62(x, t) = µeiη(d1(− coth(2 aξ)∓ (
√

pqcsch(2 aξ)))),
(95)

and

u63(x, t) = eiη(d1(−1/2 tanh(1/2 aξ)− 1/2 coth(1/2 aξ))),

v63(x, t) = µeiη(d1(−1/2 tanh(1/2 aξ)− 1/2 coth(1/2 aξ))).
(96)

Family 16. When P = 0, then the corresponding soliton solutions are obtained with the
help of Equations (16) and (31), as follows:

u64(x, t) = eiη(
1√
2

√
h1

h3
b ln(A)− 2

d1a(bξ lnA + 2)
b2ξ lnA

),

v64(x, t) = µeiη(
1√
2

√
h1

h3
b ln(A)− 2

d1a(bξ lnA + 2)
b2ξ lnA

).

(97)

Family 17. Equations (16) and (31) are used to find the appropriate soliton solutions when
a and b are both equal to zero as shown below:

u65(x, t) = eiη(− d1

cξ lnA
),

v65(x, t) = µeiη(− d1

cξ lnA
).

(98)

Family 18. Equations (16) and (31) are used to find the appropriate soliton solutions in the
situation when a, b, and c are not equal to zero, as follows:

u66(x, t) = eiη(
1√
2

√
h1

h3
b ln(A)− d1 pb

c(cosh(bξ)− sinh(bξ) + p)
),

v66(x, t) = µeiη(
1√
2

√
h1

h3
b ln(A)− d1 pb

c(cosh(bξ)− sinh(bξ) + p)
).

(99)

and

u67(x, t) = eiη(
1√
2

√
h1

h3
b ln(A)− d1b(cosh(bξ) + sinh(bξ))

c(cosh(bξ) + sinh(bξ) + q)
),

v67(x, t) = µeiη(
1√
2

√
h1

h3
b ln(A)− d1b(cosh(bξ) + sinh(bξ))

c(cosh(bξ) + sinh(bξ) + q)
).

(100)

Family 19. Equations (16) and (31) are used to find the appropriate soliton solutions where
b is equal to λ, where λ = c

n (n 6= 0) and a is equal to zero.

u68(x, t) = eiη(
1√
2

√
h1

h3
b ln(A) +

d1 pAλ ξ

p− nqAλ ξ
),

v68(x, t) = µeiη(
1√
2

√
h1

h3
b ln(A) +

d1 pAλ ξ

p− nqAλ ξ
).

(101)

where ξ =
xβ

Γ(1 + β)
− νtα

Γ(1 + α)
, η =

−kxβ

Γ(1 + β)
+

ωtα

Γ(1 + α)
+ θ0, c =

√
h3d1√

2h1 ln(A)
, a =

−2 h2 + h1(ln(A))2b2

2
√

2h1h3 ln(A)d1
.
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4. Discussion and Graphs

In this article, we investigated families of soliton solutions for the complex structured
coupled FBAM in Birefringent Fibers using a unique analytical method termed mEDAM.
Using this method, we were able to transform the supplied set of nonlinear ODEs derived
from the model into a set of algebraic equations by supposing a series form solution. We
were able to obtain the soliton solutions for the model by resolving these equations. The
CFBAM in Birefringent Fibers’ soliton solutions developed by the mEDAM approach
have important physical implications and provide profound insights into the fundamental
processes of the model. These solutions make it easier to investigate how various model
parameters impact soliton dynamics, since they have unique characteristics including
amplitude, width, and propagation speed. They also aid in understanding the nonlinear
dispersion and self-steepening effects of the model, which influence the soliton profiles and
control their propagation behavior. Overall, these findings advance our understanding of
the subject matter and provide direction for more research and application in the area.

The resulting soliton solutions include a variety of traveling wave solutions, including
periodic, lump, kink, and rogue waves. The fact that these waves may be represented
by the governing equations of the FBAM in birefringent fibers indicates the connection
between these waves and the model. Birefringent fibers, which have two distinct refractive
indices along two orthogonal axes, are used in the model to represent how light waves
move through them. The Kerr effect, which causes the refractive index to change with the
strength of the light wave, is the cause of the nonlinearities in the model. The non-local and
memory effects are taken into consideration by the inclusion of the fractional derivative in
the model.

Remark 1. Figure 1 depicts a lone rogue wave, an unusual and dangerous maritime phenomena
marked by its sudden and unnaturally large amplitude. Due to their reputation for unpredictable
and destructive activity, rogue waves are a topic of interest in a variety of research fields. The
possibility that such odd events may occur during the propagation of light waves in these fibers
makes the discovery of rogue waves in the FBAM’s soliton solutions in birefringent fibers intriguing.
Understanding the behavior of rogue waves in this scenario will help in the development of more
reliable and robust fiber-optic communication systems and sensors.

Figure 1. The first equation in (44) is displayed with a three-dimensional graph for a = 10.64, b = 0,
c = 0.19, A = 2, h1 = 1, h2 = −2, h3 = 109, ω = 0, ν = 2, α = β = 1, while the 2D graph is plotted
by assuming t = 0 and for the same values of parameters involved.

Remark 2. Figure 2 depicts a periodic wave’s profile as well as the repeating nature of periodic
oscillations throughout time. Periodic waves can be seen in the soliton solutions of the FBAM
in birefringent fibers due to the inclusion of nonlinear processes that could cause modulational
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instability and self-phase modulation. The periodic wave solutions that might be created as a result
of these effects can be seen in the soliton solutions discovered utilizing the mEDAM technique.

Figure 2. The first equation in (45) is displayed with a three-dimensional graph for a = 10.64,
b = 0, c = 0.19, p = 5, q = 2, A = 2, h1 = 1, h2 = −2, h3 = 109, ω = 0, ν = 2, α = β = 1, while the 2D
graph is plotted by assuming t = 0 and for the same values of parameters involved.

Remark 3. Figure 3 displays the profile of a lump wave in our soliton solutions for the FBAM
in birefringent fibers. As significant solutions, lump waves can show themselves in a number of
physical systems. They are distinguished by a sharp amplitude surge and a gradual fall back to the
initial level. Our soliton solutions contain lump waves, indicating that they have an impact on
how light waves behave in birefringent fibers and may be crucial for the development of fiber-optic
communication systems and sensors.

Figure 3. The first equation in (66) is displayed with a three-dimensional graph for a = 10.64,
b = 0, c = 0, A = 2, h1 = 1, h2 = −2, h3 = 109, ω = 0, ν = 2, α = β = 1, while the 2D graph is plotted
by assuming t = 2 and for the same values of parameters involved.

Remark 4. Figure 4 depicts the profile of a kink wave, a specific wave type identified by an abrupt
change in direction or a sharp bend. These waves are present in our soliton solutions for the
FBAM in birefringent fibers. Kink waves are crucial to fiber-optic communication systems because
they may be utilized to regulate how light waves travel through birefringent fibers. Our soliton
solutions demonstrate how the kink wave may be used to enhance fiber-optic communication systems’
performance by better regulating light wave propagation.
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Figure 4. The first equation in (80) is displayed with a three-dimensional graph for b = 10.64,
b = 0, a = 0.19, A = 2, h1 = 1, h2 = −2, h3 = 109, ω = 0, ν = 2, α = 0.2, β = 0.9, while the 2D graph
is plotted by assuming t = 2 and for the same values of parameters involved.

5. Conclusions

The complex structured coupled FBAM in Birefringent Fibers was studied using a
unique analytical method known as the mEDAM. For the provided system of nonlinear
ODEs derived from the model, the mEDAM approach was able to find a series form closed
solution, which was then transformed into a set of algebraic equations to find soliton
solutions for the model. Different varieties of traveling wave solutions that are important
to the model’s physical interpretation can be found in the derived soliton solutions. The
presence of various traveling wave solutions, including kink, rogue, lump, and periodic
waves, in soliton solutions was illustrated visually by displaying some 2D and 3D graphs.
These waves can help in the creation of cutting-edge fiber-optic communication systems
and sensors by shedding light on how light waves behave in birefringent fibers. The article
focuses on the implications for various real-world optical applications and shows how
the mEDAM technique may be used to analyze families of traveling soliton solutions for
complicated models.
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