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Abstract: Nowadays, the participation of renewable energy sources (RESs) and the integration of
these sources with traditional power plants in microgrids (MGs) for providing demand-side power
has rapidly grown. Although the presence of RESs in MGs reduces environmental problems, their
high participation significantly affects the system’s whole inertia and dynamic stability. This paper
focuses on an islanded MG frequency regulation under the high participation of RESs. In this regard,
a novel fractional order cascade controller (FOCC) is proposed as the secondary frequency controller.
In the proposed FOCC controller structure, a fractional order proportional-integral controller is
cascaded with a fractional order tilt-derivative controller. The proposed FOCC controller has a greater
degree of freedom and adaptability than integer order controllers and improves the control system’s
efficiency. The adjustable coefficients of the proposed controller are tuned via the kidney-inspired
algorithm. An energy storage system equipped with virtual inertia is also employed to improve the
system inertia. The proposed FOCC controller efficiency is compared with proportional-integral-
derivative (PID), tilt-integral-derivative (TID), and fractional order proportional-integral-derivative
(FOPID) controllers under different disturbances and operating conditions. The results demonstrate
that the presented controller provides better frequency responses compared to the other controllers.
Moreover, the sensitivity analysis is performed to show the proposed controller robustness versus
the parameters’ changes in the system.

Keywords: islanded microgrid; frequency regulation; renewable energy sources; fractional order
controllers; cascade controller

1. Introduction

Assembling the highest usage of renewable energy sources (RESs) and distributed
energy generators (DEGs) has become a worldwide consensus in recent years as the
situation surrounding energy security, global warming, and environmental degradation
has become more complex [1]. It is now impossible to imagine a future without new power
systems that derive a significant portion of their electricity from large-scale RESs such as
photovoltaic power plants (PPP) and wind power plants (WPP) [2–4]. In the last decade,
the collection and integration of RESs and DEGs in microgrids (MGs) have played an
essential role in providing power systems load [5]. Due to information provided by the
International Renewable Energy Agency, the generation capacity of RESs across the world
reached 2537 GW in recent years. The capacity of hydropower energy sources is estimated
to be 1190 GW, assembling them the most extensive share of the global total. This was
followed by wind, solar, bioenergy, geothermal, and marine energy resources with the
capacity of 623 GW, 586 GW, 124 GW, and 14 GW, respectively. Note that marine energy
accounted for the smallest share of the global total, with only 500 MW [6,7].

Traditional generators’ frequency modulation capabilities are becoming inadequate as
RESs become more integrated into power systems [8,9]. In addition, RESs [10] and energy
storage systems (ESSs) [11] are widely used in MGs and power systems to decrease energy
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consumption and enhance energy utilization efficiency. Although the presence of RESs
in electricity grids significantly reduces the concerns related to environmental problems
and the lack of fossil fuels, the intermittent nature of these sources affects the stability
of grids [12,13]. Hence, ESSs are used in MGs due to the intermittent nature of output
power in RESs [14]. Load frequency control (LFC) is a necessary service widely utilized in
electricity grids to keep the system frequency in the acceptable range [15]. Since the LFC
mechanism has an important impact on the electricity grid’s stability, it is essential to study
the frequency performance of these grids under the high penetration of RESs.

The MGs operate as part of the upstream utility grid when conditions are standard
(grid-connected mode) but can switch to working independently if the utility grid encoun-
ters an outage or fault (standalone mode) [16]. One of the significant threats in standalone
MGs operating conditions is the output powers of WPPs and PPPs due to the erratic be-
havior of solar irradiation and wind speed, respectively. These conditions often lead to a
discrepancy between supply and demand in MGs [17,18]. As a result, inertia response and
frequency regulation may be lost if RESs are widely deployed in MGs. Under these cir-
cumstances, even moderate fluctuations in MG frequency may have destructive effects [19].
Therefore, it appears critical to implement appropriate control strategies in isolated MGs to
improve the system inertia and frequency regulation.

Numerous control procedures for MGs have been reported in the literature to deal
with this challenge. A local controller independently operates local control loops of each
distributed generation in an MG at the primary level of hierarchical control [20,21]; the
secondary level of control compensates for frequency and voltage changes generated by
the primary level of control. Considering its efficiency and comfort of implementation,
distributed secondary control has recently gained extensive attention [22]. Moreover, a
methodology known as virtual inertia (VI) emulation has been developed to increase the
rotational inertia of the MG. Emulating a VI with the help of the derivative technique is one
of the more productive manners to go about it [23–25]. In recent years, researchers have
been looking into how applying VI in islanded MGs could help improve the MG inertia
response and frequency stability [12,26–28].

Nowadays, various control strategies, such as adaptive control [29], fractional order
(FO) and integer-order (IO) controllers [16,21,30,31], cascade controllers [32–34], fuzzy-logic
techniques [35,36], and H∞ control theory [37], have been developed in the current works to
improve the frequency response of MGs. Robust controller-based linear matrix inequality
of an MG with different energy sources is reported in [38]. Ref. [39] proposes a robust
control strategy to attain voltage and frequency stability. MG’s closed-loop state-space
model is elicited after creating a small-signal structure for a single distributed generation
unit. The robust stability of the MG is then analyzed using a new Lyapunov–Krasovskii
functional. Authors in [40] present a proportional-integral-double derivative controller as
the secondary controller of an islanded MG to improve the system frequency regulation. An
event-triggered controller regarding input delay and cyber-attack disturbances is proposed
in [41] as the secondary frequency controller in an islanded MG. The authors in [42]
propose an innovative fuzzy adaptive differential evolution algorithm for modifying a
fuzzy logic-based controller to enhance the inertia control in MGs. In [19], the deep
deterministic policy gradient is presented as a secondary controller of an island MG. To
maintain voltage and frequency stability, the presented controller regulates the power
delivered by the storage components. Several analyses employ progressive controlling
techniques employing cascaded controllers [43,44] for the improved frequency control
process of MGs.

In recent years, the development of science in engineering fields has greatly led to
using fractional calculus in control applications. The leading cause for utilizing the IO
models was the lack of suitable solution approaches for FO differential equations. FO
controllers are dynamic systems modeled by FO differential equations. Numerous physical
systems are not modeled with integer-order calculus. This is because their real dynamics
include non-integer derivatives. Hence, FO calculus has been introduced to describe
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such systems precisely. Conventional and IO controllers such as I, PI, and PID are not
persistent versus changes in the system coefficients and operating conditions, which causes
their performance to be significant. This is a notable flaw of such controllers [16]. In this
regard, FO controllers, the FO version of the IO controllers, are introduced to address this
problem [31]. The FO controllers have more degrees of freedom and flexibility compared to
the IO controllers. In [31], the authors have proposed the hybrid controller—a combination
of the tilt-integral-derivative (TID) and FO proportional-integral-derivative (FOPID)—to
control the gate-controlled series capacitor installed in the tie-line of a multi-area power
grid to enhance the system frequency response. A hybrid controller based on a two-degree-
of-freedom design is proposed in [16] as the secondary controller to enhance the frequency
stability of a two-area power grid. The authors in [45] have proposed a TID controller
for frequency regulation of a power system integrated with WPP. In [46], a secondary PI
controller is used to improve the frequency performance of a low-inertia power system in
the presence of high penetration of electric vehicles. The authors have not presented any
solutions to enhance the system inertia. A FO integral controller has been used in [47] to
enhance the frequency stability of an interconnected MG considering the VI equipment.
The authors in [48] have proposed a FO controller as the secondary frequency controller of
a shipboard MG. In [49], a high-dimensional multiple FO controller has been presented to
improve the frequency response of a two-area power system.

The fundamental problem with IO controllers is that constant parameters and no
explicit details of the overall procedure and performance are compromised. Additionally,
these controllers are linear and exhibit symmetry in special cases. Hence, their performance
in nonlinear systems is unstable. Hence, such controllers require to be modified for process
control applications. FO derivative is a convolution in FO differential equations. Therefore,
it accurately describes the dynamics of inheriting memory and congenital features where IO
derivative methods seem to fail. From the control perspective, fractional calculus permits
the combination of further degrees of freedom in the control strategies, which can consider
more effective limitations when designing the control rules. Fractional calculus can provide
appropriate tools when IO calculus fails to perform satisfactorily regarding the design
consideration involved. Furthermore, an FO controller is more flexible with a determined
complexity growth. Consequently, investigating the control applications according to FO
operators can have significant theoretical importance and overall possible significance in
addressing the gap between theory and practice.

In addition to changes in the system coefficients and operating conditions, the tradi-
tional controllers’ effectiveness in today’s electricity grids significantly reduces due to the
increasing complexities of these grids. To solve this, the cascade controller is introduced as
a suitable candidate to improve system control performance. The cascade control concept
comes from the control of two sequential procedures, where the inner procedure or output
of the first supplies the second or outer procedure in sequence. The rationale behind
this configuration is that the fast dynamics of the inner loop enable quick mitigation of
perturbation and minimize the possible effects of perturbations before they impact the pri-
mary output. Accordingly, cascade controllers are employed in multi-loop control systems
to quickly reject disturbance requirements and provide decent set-point tracking [32,33].
In [32], a cascade controller based on the FO and IO controllers is used as the secondary
controller of a two-area MG to regulate the system frequency. Ref. [33] has proposed a
cascade FO fuzzy PID-IDD controller for effective efficiency of tidal turbines in the LFC
task of an island MG. The authors in [50] have proposed a cascade FOPD-PI controller
for frequency regulation of an islanded MG without considering VI service. Ref. [51] has
studied the LFC issue of a multi-area power system under communication delay and
system physical limitations. In this regard, a FOPID controller cascaded with a first-order
filter has been presented as the secondary controller.

According to the mentioned explanations, the design of a novel controller based on the
FO and cascade controllers (FOCCs) aids in improving the system frequency performance,
which is crucial in the hybrid deregulated energy system of MGs. Consequently, the
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authors are motivated to propose a novel FOCC controller as the secondary controller in
an islanded MG. Moreover, a kidney-inspired algorithm (KA) is employed for tuning the
optimal coefficients of the suggested controller. Furthermore, to enhance the grid inertia
and improve the frequency control problem of the system integrated with RESs, an ESS
equipped with VI in coordination with the secondary controller is employed.

The contributions of this study are summarized as: (i) A novel FOCC controller
is proposed as the secondary controller in the LFC problem of an islanded MG. In the
proposed FOCC controller, FOPI controller is cascaded with a FOTD controller (ii). An ESS
equipped with the VI is employed in the studied MG to enhance the total inertia of the
system. (iii) The proposed control scheme’s dynamic efficiency is compared with PID and
TID controllers under various scenarios. (iv) The KA method is employed for optimizing
the adjustable coefficients of the presented controllers. (v) The sensitivity analysis is
conducted to investigate the presented controller’s performance under the changes in the
MG system parameters.

The current work is structured as follows: In Section 2, the studied MG modeling is
described. Section 3 presents the design of the proposed FOCC controller. In Section 4, the
KA optimization method is studied to tune the controller’s parameters. The simulation
results are illustrated in Section 5. Eventually, the conclusion of this work is provided
in Section 6.

2. Microgrid Modeling

This section describes the studied MG modeling. Figure 1 demonstrates the simplified
structure of the investigated MG. As illustrated, the MG comprises the different generation
units such as a thermal power plant (TPP) with 12 MW, an ESS equipped with the VI with
4 MW, a WPP with 7 MW, and a PPP with 4 MW along with industrial and residential
loads with 10 MW and 5 MW, respectively [25]. When a power imbalance occurs between
generation power and load, the TPP and ESS receive the frequency deviation signal from
the control center and participate in the frequency control problem of the system. Since
WPP and PPP do not receive the frequency deviation signal, the output power of these
units, together with load changes, are regarded as system disturbances.

Fractal Fract. 2023, 7, x FOR PEER REVIEW 5 of 18 
 

 

∆𝑃𝑊𝑃𝑃 =
𝐾𝑊𝑃𝑃

𝑇𝑊𝑃𝑃𝑠 + 1
∆𝑃𝑤𝑖𝑛𝑑 (3) 

∆𝑃𝑃𝑃𝑃 =
𝐾𝑃𝑃𝑃

𝑇𝑃𝑃𝑃𝑠 + 1
∆𝑃𝑠𝑜𝑙𝑎𝑟 (4) 

where ∆𝑓  is the MG frequency deviation, ∆𝑃𝑇𝑃𝑃 , ∆𝑃𝑉𝐼 , ∆𝑃𝑊𝑃𝑃 , and ∆𝑃𝑃𝑃𝑃  denote the 

power changes in TPP, VI-based ESS, WPP, and PPP, respectively; ∆𝑃𝑤𝑖𝑛𝑑 and ∆𝑃𝑠𝑜𝑙𝑎𝑟 

are the power variations in wind and solar irradiation, respectively; ∆𝑃𝐴𝐶𝐸 shows the sec-

ondary controller output, and finally, ∆𝑃𝐿𝑜𝑎𝑑 expresses the power changes in the indus-

trial and residential loads. 

 

Figure 1. Schematic of the studied MG. 

+

+

1

R

f

Load
P

VI
P

Industrial 

and

Residential  

Loads 1

VI

VI

K

sT+

TPPP
WPPP

windP

Dead Band

T
u

rb
in

e

1

1
t

sT+

G
en

era
tio

n
 R

a
te 

C
o
n

stra
in

t

Secondary 

Control Loop

PESS,max

PESS,min

D
er

iv
a

ti
v

e

Primary 

Control Loop

d/dt

VI-based

 ESS

1

2Hs D+



1

1
g

sT+

G
o

v
ern

o
r

+ ++−

ACEP

solarP
f

1

PPP

PPP

K

sT+1

WPP

WPP

K

sT+

Proposed 

Controller

PPPP

 

Figure 2. Diagram block of the islanded MG system. 

Figure 1. Schematic of the studied MG.



Fractal Fract. 2023, 7, 343 5 of 18

The LFC model of the islanded MG is represented in Figure 2. According to this figure,
the TPP unit is composed of a governor, a non-reheat turbine, and a secondary frequency
controller. Moreover, the non-linear limitations, such as generation rate constraint (GRC)
and governor dead-band (GDB), are also employed in modeling the TPP to attain the
real dynamic characteristics of the system. Therefore, the TPP output is restrained by the
governor’s valve position of 0.002 p.u.MW/s GDB and generator mechanical output of
±0.5 p.u. MW GRC for both rising and dropping rates. The modeling of the WPP and PPP
generation resources is also performed using a first-order transfer function. In this study, a
fractional order cascade controller is presented as the secondary frequency controller. The
MG frequency deviation considering the generator inertia constant (H) and load damping
coefficient (D) is written as follows:

∆ f =
1

2Hs + D
[∆PTPP + ∆PVI + ∆PWPP + ∆PPPP − ∆PLoad] (1)

where:

∆PTPP =

(
1

Tts + 1

)(
1

Tgs + 1

)(
1
R

∆ f − ∆PACE

)
(2)

∆PWPP =
KWPP

TWPPs + 1
∆Pwind (3)

∆PPPP =
KPPP

TPPPs + 1
∆Psolar (4)

where ∆ f is the MG frequency deviation, ∆PTPP, ∆PVI , ∆PWPP, and ∆PPPP denote the
power changes in TPP, VI-based ESS, WPP, and PPP, respectively; ∆Pwind and ∆Psolar are the
power variations in wind and solar irradiation, respectively; ∆PACE shows the secondary
controller output, and finally, ∆PLoad expresses the power changes in the industrial and
residential loads.
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VI is an effective tool to imitate the inertia features of the synchronous generator and
enhance the MG frequency stability in the presence of high RESs contribution. The idea
of VI is the derivative control that computes the rate-of-change of frequency to regulate
the active power to the set point of the MG after the perturbations. In this work, the
derivative technique is utilized to emulate the VI concept in the ESS [25]. The VI-based



Fractal Fract. 2023, 7, 343 6 of 18

ESS improves the whole inertia of the system. In addition to the derivative method, a
first-order transfer function is also used to imitate the actual dynamic characteristics of the
ESS, as demonstrated in Figure 2. Hence, the VI-based ESS can be controlled to provide the
necessary active power to the system for enhancing the MG frequency performance. The
VI power provided by the ESS ∆PVI is expressed as:

∆PVI =
KESS

TESSs + 1

(
d
dt

∆ f
)

(5)

Table 1 demonstrates the values and description of the parameters related to the
investigated MG [26].

Table 1. Description and values of the MG parameters.

Parameter Description Value

H System inertia (p.u.MW/s) 0.083
D Load damping coefficient (p.u.MW/Hz) 0.015
Tg Governor time constant (s) 0.1
Tt Turbine time constant (s) 0.4
R Governor droop constant (Hz/p.u.MW) 2.4
B Frequency bias factor (p.u.MW/Hz) 1

KESS ESS gain 0.8
TESS ESS time constant (s) 10
KWPP WPP gain 1
TWPP WPP time constant (s) 1.5
KPPP PPP gain 1
TPPP PPP time constant (s) 1.85

3. Design of the Proposed Fractional Order Cascade Controller

This section describes the design of the presented fractional order cascade controller
for the secondary controller to enhance the system’s frequency regulation. The idea of the
fractional calculus-based cascade controller is known as the FOCC. FO controllers are the
FO version of the classical IO controllers [52–54]. These controllers have a greater degree
of adaptability and flexibility than IO controllers. They can improve the FO controllers’
performance in dealing with oscillations’ amplitude and settling time in comparison to the
IO controllers. IO controllers are extended to FO controllers utilizing fractional calculus.
The generally utilized definitions for fractional derivative and integral are by Riemann–
Liouville definitions [30,31] and are expressed by Equations (6) and (7), respectively:

aDα
t f (t) =

1
Γ(n− α)

dn

dtn

∫ t

a
(t− τ)n−α−1 f (τ)dτ (6)

aD−α
t f (t) =

1
Γ(α)

∫ t

a
(t− τ)α−1 f (τ)dτ (7)

where n− 1 ≤ α < n, n is an integer, Γ(·) shows the Euler’s gamma function, and aDα
t f (t)

denotes the fractional operator. Laplace’s transformation of Equation (6) considering zero
initial condition is represented as follows:

L{aDα
t f (t)} = sαF(s)−

n−1

∑
k=0

skaDα−k−1
t f (t)|t=0 (8)

for n− 1 ≤ α ≤ n, where F(s) = L{ f (t)} indicates Laplace’s transformation. This paper
employs the commande robust d’ordre non-entier (CRONE) approximation, presented
by Oustaloup, out of several other approximations [16,21]. CRONE utilizes a recursive
distribution of N poles and N zeros, conducting a transfer function during the predefined



Fractal Fract. 2023, 7, 343 7 of 18

frequency range [ωl , ωh] [55–57]. In the simulation process, ωl = 0.01 rad/s, ωh = 100 rad/s,
and N = 5 are presumed.

H f (s) = sα = K
N

∏
n=1

1 + (s/ωz, n)

1 +
(
s/ωp, n

) (9)

where K shows the tunable gain, ωz, n and ωp, n represent the zeroes and poles of H f (s),
which are computed by (10)–(14).

ωz,l = ωl
√

n (10)

ωp,n= ωz,nτ, n = 1, . . . , l (11)

ωz,n+1 = ωp,n
√

n, n = 1, . . . , l − 1 (12)

τ = (ωh/ωl)
ε/N (13)

σ = (ωn/ωl)
(1−ε)/N (14)

FOPID and TID controllers are the two well-known FO controllers. Typically, the
transfer functions of these controllers are given by (15) and (16), respectively [31].

HFOPID(s) = KP +
KI

sλ
+ KDsµ (15)

HTID(s) = KTs(−1/n) +
KI
s

+ KDs (16)

where KI , KP, KD, and KT show the tunable integral, proportional, derivative, and tilt
coefficients, respectively. λ and µ are the FO operators of the integral and derivative terms
in the FOPID controller, respectively. n indicates the FO operator of the tilt term in the TID
controller. λ and µ are adjusted in the range of (0, 1), and n is selected in (2, 3). Similar to
controllers FOPID and TID, the transfer functions of the FOPI and FOTD or TDµ controllers
are expressed as:

HFOPI(s) = KP +
KI

sλ
(17)

HTD(s) = KTs(−1/n) + KDsµ (18)

FO controllers are the appropriate candidates to control the system dynamic; ac-
cordingly, cascading the FO controllers can significantly improve the system’s dynamic
efficiency. In this study, cascading the FOPI and TDµ controllers is proposed as the sec-
ondary frequency controller.

The control of two successive processes relates to the idea of cascade control. Cascade
control can increase the efficiency of the control system in comparison to single-loop
control [33]. Figure 3 demonstrates the structure of the cascade control system. As shown,
the cascade control includes two inner and outer control loops, in which the inner loop
output provides the second process or input of the outer loop. The inner loop in the cascade
control, known as the slave controller, rejects the effects of perturbations in a comparatively
quicker procedure before transferring them to different parts of the plant. The inner loop
mainly alleviates the impact of deviations related to the internal process coefficients (owing
to set-point variations and perturbations) on the control system’s efficiency. The outer loop,
known as a master controller, handles the final output quality of the process to attain a
reference signal R(s) [34].
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According to Figure 3, G1(s) and G2(s) indicate the transfer functions relevant to the
slave and master controllers, respectively [58]. Moreover, L1(s) and L2(s) are the transfer
functions associated with plants of the inner and outer loop, respectively. The system’s
final output Y2(s) subjected to load disturbance D(s) is given by (19):

Y2(s) = U2(s)L2(s) + D(s) (19)

where U2(s) is the inner loop output or outer loop input. U2(s) controls Y(s) signal to track
R(s). Likewise, the inner loop output Y1(s) can be obtained as:

Y1(s) = U2(s) = U1(s)L1(s) (20)

The proposed control system in this study combines the FOPI&TDµ controllers to
construct a cascaded system. FOPI controller is cascaded with TDµ controller, where FOPI
controller forms the master controller G2(s) and TDµ controller the slave one G1(s).

G2(s) = KP +
KI

sλ
(21)

G1(s) = KTs(−1/n) + KDsµ (22)

Consequently, the closed loop transfer function of the cascaded system is represented
as follows:

Y2(s) =
[

L2(s)L1(s)G2(s)G1(s)
1 + G1(s)L1(s) + L2(s)L1(s)G2(s)G1(s)

]
R(s) +

[
L2(s)

1 + G1(s)L1(s) + L2(s)L1(s)G2(s)G1(s)

]
D(s) (23)

Figure 4 illustrates the block diagram of the proposed FOPI and TDµ cascade controller.
To design the proposed FOCC, the adjustable parameters of the FOPI and TDµ controllers
are tuned by the KA method.
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4. Optimization Algorithm to Tune the Controller’s Coefficients

A new kidney plays a crucial role in the human body by filtering the blood, getting rid
of extra fluid and toxins in the form of urine, and regulating the levels of ions in the blood.
Since they regulate these processes, they are ultimately in charge of the human body’s
health. A superior optimization strategy called the KA was invented by exploring and
utilizing the features of the human kidney’s operating system [59]. In this section, the KA
is employed for adjusting the parameters of the suggested FOPI&TDµ cascade controller.
The four primary components of renal treatments that are mentioned in the imitation are
as follows: (1) transferring solutes and water from the blood to the tubules, referred to as
filtration; (2) transporting important water and solutes from the tubules to the circulation,
referred to as reabsorption; (3) transferring more harmful substances from the circulation
to the tubule, known as secretion; and (4) transmitting the toxic substances from the first
process stages into the urine, which is called excretion.

A total population of potential solutes is formed based on the real mechanism of
kidneys in the KA’s first stage. Their goal functions are computed in the same way as in
other population-based computational methods. In the biological renal system, each solute
can be thought of as water particles and solutes in plasma [60]. By gradually improving
upon the best solute found so far, a new solute is generated for all solutes at the end of each
cycle. In this algorithm, solute motion is defined as:

Soj+1 = rand (Sobest − Soj) + Soj (24)

where S denotes a sample solution from the population. At iteration j the answer is Soj. Sobest
is the best solution found by the KA method in prior iterations, while rand (Sobest − Soj) is a
random number between zero and the provided number.

The filtration operation separates the population’s higher-quality solutes into filtered
blood (FB), whereas the lower-quality solutes are flushed down the waste (W). A filtering
rate is employed in the KA for this purpose and is computed and updated with each
iteration. In a way similar to the manner the glomerular filtration rate is determined in a
living kidney, the following equations specify the filtration rate (FR) [60,61]:

FR = ∂×
n

∑
j

f
(
yj
)
/n (25)

In this equation, f
(
yj
)

is the objective function of solution y at iteration j, n is the
population size, and ∂ is a constant in the interval (0, 1].

In the KA algorithm, if the solute’s quality is better than FR, then it is identified as a
member of FB, and if it is lower than FR, then it is taken as a member of W. Solutes that are
initially excluded from FB due to the reabsorption operator are given another opportunity
to meet the quality criteria for inclusion. This is possible only if, after applying the motion
operator in Equation (24) once more, the filtration rate is satisfied. This is analogous to how
the kidneys of a living organism recycle healthy molecules back into the bloodstream. If
this probability is not satisfied, the solute is extracted from W and substituted by a different
solute. Further, the worst solute in FB is secreted (removed) if a solute put to FB is better
than the worst in FB after the filtration operation. A solute is secreted if it is not preferable
to the worst solute in FB. It is similar to how the kidneys filter dangerous substances out of
the blood. The solutes in FB are then ranked so that the best one can be updated [61].

Last but not least, a new population is assembled by merging FB and W, and the
filtration rate is consequently modified. This cycle of repetition stops once the termination
condition is met. The continuous influx of water and solutes into a biological kidney
system’s glomerular capillary can be analogized to adding random solutes. The procedure
code of the KA algorithm is illustrated in Algorithm 1 [60].
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To evaluate the effectiveness of the suggested FOPI&TDµ cascade controller, it is
essential to define a proper objective function. In this regard, this paper considers the
integral of time absolute error (ITAE) as a constrained optimization problem:

Objective Function:

Min ITAE =
∫ Tsim

0
t.|∆ f |.dt (26)

Decision Variables:
KP, KI , KT , KD, λ, µ, n (27)

Subject to:

KPmin ≤ KP ≤ KPmax , KImin ≤ KI ≤ KImax , KDmin ≤ KD ≤ KDmax

KTmin ≤ KT ≤ KTmax , 0 ≤ λ, µ ≤ 1, 2 ≤ n ≤ 3
(28)

Algorithm 1. The pseudo-code of the KA algorithm

I: set the population
II: evaluate the solute in the papulation
III: set the best solute (Sobest)
IV: set filtration rate (FR, Equation (25))
V: set waste (W)
VI: set filtered blood (FB)
VII: set number of iteration (numofiter)
VIII: while (iter < numofiter) do
IX: for all Soj
X: generate new Soj (Equation (24))
XI: check the Soj using FR
XII: if Soj assigned to W
XIV: apply reabsorption and generate Sonew (Equation (24))
XVI: if reabsorption is not satisfied (Sonew cannot be a part of FB)
XV: remove Soj from W (excretion)
XVII: insert a random S into W to replace Soj
XVIII: end if
XIX: Sonew is reabsorbed
XX: else
XXI: if it is better than the Soworst in FB
XXII: Soworst is secreted
XXIII: else
XXIV: Soj is secreted
XXV: end if
XXIV: end if
XXV: end for
XXVI: rank the S from FB and update the Sobest
XXVII: merge W and FB
XXVIII: update filtration rate (Equation (25))
XXIX: end while
XXX: return Sobest

In the considered objective function, the settling time and the fluctuations’ amplitude
are the criteria that should be improved. The advantages of the ITAE index compared to
the integral of absolute error (IAE) and integral of square error (ISE) indices have been
presented in [62–64]. Table 2 illustrates the optimal values of the controllers’ parameters
via the KA method.
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Table 2. Optimal values of the controllers’ parameters using the KA algorithm.

Controller KP KI KD KT λ µ n

PID 0.5 −1.2 0.5 - - - -
TID - −1.34 0.67 0.74 - - 3

FOPID 0.95 −1.75 0.75 - 0.5 0.3 -
Proposed FOCC −9.5 5.8 0.9 0.5 0.1 0.4 3

5. Simulation Results

This section provides the simulation outcomes of the MG system designed in Section 2
employing the proposed FOCC controller as the secondary controller. The PID, TID, and
FOPID controllers are also considered as other comparative control methods to study the
effectiveness of the suggested FOCC controller. The presented controller performance is
studied under various patterns of solar irradiation, wind speed, and load perturbations.
Moreover, the sensitivity analysis is performed to evaluate the presented controller per-
formance against the system’s parameter changes. The simulations are accomplished on a
system with Intel core 7i, CPU of 2.7 GHz, and 64-bit processor using MATLAB/SIMULINK
(R2021b) software.

5.1. Scenario 1

In this scenario, a step industrial load change of 0.15 p.u.MW and a step residential
load change of 0.1 p.u.MW are applied to the system at times = 15 and 80 s, respectively, as
illustrated in Figure 5a. The patterns of the solar irradiation and wind speed changes are
depicted in Figure 5b,c, respectively. The system frequency response related to this scenario
is shown in Figure 5d. Concerning this figure, it can be said that the proposed controller
presents a better frequency performance from the viewpoints of the lower fluctuations’
amplitude and shorter settling time than the other controllers. The performance criteria
of the ITAE and ISE related to the considered controllers are demonstrated in Table 3.
As indicated, the proposed controller provides the lowest ITAE and ISE values than the
other controllers. In addition, Table 4 indicates the mean absolute MG frequency deviation
(MAGFD) employing the considered controllers for scenario 1. As depicted, the suggested
controller prepares the lowest value compared to other controllers indicating its better
efficiency in mitigating the oscillations.

Fractal Fract. 2023, 7, x FOR PEER REVIEW 12 of 18 
 

 

(a) (b)

(c) (d)  

Figure 5. Perturbations and simulation result for scenario 1. (a) Load disturbances. (b) Wind speed 

changes. (c) Solar irradiation changes. (d) Obtained frequency responses. 

Table 3. ITAE and ISE performance criteria of the MG frequency deviation employing different 

controllers. 

Index PID TID FOPID Proposed FOCC 

ISE 0.0464 0.0352 0.0285 0.0111 

ITAE 0.597 0.472 0.349 0.194 

Table 4. Evaluation index of the MG frequency deviation employing different controllers. 

 PID TID FOPID Proposed FOCC 

Scenario 1 0.0103 0.0097 0.0081 0.005 

Scenario 2 0.0541 0.05 0.0425 0.0273 

Scenario 3 0.0421 0.038 0.0322 0.0207 

Scenario 4 0.0386 0.0348 0.0291 0.0183 

Scenario 5 0.0321 0.0283 0.025 0.0152 

5.2. Scenario 2 

This scenario considers the sequence of step load changes as the load disturbances 

and random changes for the solar irradiation and wind speed to evaluate the proposed 

FOCC performance. Figure 6 a–c depicts changes relevant to solar irradiation, wind speed, 

and load, respectively. The MG frequency response obtained by the presented controllers 

is shown in Figure 6d. This figure clearly shows that the presented controller provides a 

better frequency response against the designed disturbances compared to the others. The 

MAGFD attained by the presented controllers for this scenario is disclosed in Table 4. 

Clearly, the presented FOCC controller has the lowest value among the controllers and 

presents a more suitable frequency response than the other controllers. 

Figure 5. Perturbations and simulation result for scenario 1. (a) Load disturbances. (b) Wind speed
changes. (c) Solar irradiation changes. (d) Obtained frequency responses.



Fractal Fract. 2023, 7, 343 12 of 18

Table 3. ITAE and ISE performance criteria of the MG frequency deviation employing different
controllers.

Index PID TID FOPID Proposed FOCC

ISE 0.0464 0.0352 0.0285 0.0111
ITAE 0.597 0.472 0.349 0.194

Table 4. Evaluation index of the MG frequency deviation employing different controllers.

PID TID FOPID Proposed FOCC

Scenario 1 0.0103 0.0097 0.0081 0.005

Scenario 2 0.0541 0.05 0.0425 0.0273

Scenario 3 0.0421 0.038 0.0322 0.0207

Scenario 4 0.0386 0.0348 0.0291 0.0183

Scenario 5 0.0321 0.0283 0.025 0.0152

5.2. Scenario 2

This scenario considers the sequence of step load changes as the load disturbances
and random changes for the solar irradiation and wind speed to evaluate the proposed
FOCC performance. Figure 6 a–c depicts changes relevant to solar irradiation, wind speed,
and load, respectively. The MG frequency response obtained by the presented controllers
is shown in Figure 6d. This figure clearly shows that the presented controller provides
a better frequency response against the designed disturbances compared to the others.
The MAGFD attained by the presented controllers for this scenario is disclosed in Table 4.
Clearly, the presented FOCC controller has the lowest value among the controllers and
presents a more suitable frequency response than the other controllers.
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5.3. Scenario 3

In this scenario, the suggested controller efficiency is investigated under random
residential and industrial changes, as shown in Figure 7a. Patterns associated with solar
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irradiation and wind speed disturbances are presented in Figure 7b,c, respectively. It is
evident that the presented FOCC controller provides better handling of the disturbances
and improves the system’s dynamic performance compared to other controllers. Table 4
indicates the MAGFDs of this scenario. The proposed controller in this scenario has the
lowest MAGFD compared to the other controllers, as in the prior scenarios.
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5.4. Scenario 4

This scenario studies the proposed FOCC efficiency under a 30% reduction in the
KESS value. Figure 8a–c depicts the random perturbations of the loads, solar irradiation,
and wind speed, respectively. Figure 8d illustrates the MG frequency response employing
the considered controllers. It can be seen that the fluctuations’ amplitude is remarkably
diminished using the proposed FOCC controller than the other controllers. The MAGFD
values related to this scenario are represented in Table 4. It is clear that the proposed
controller presents the lowest MAGFD than the other controllers.

5.5. Scenario 5

This scenario evaluates the proposed FOCC performance under a reduction of 50%
in the KESS value to consider more critical conditions. Moreover, severe perturbations,
according to Figure 9a–c are also considered as load, solar irradiation, and wind speed,
respectively. The system frequency performance for this scenario employing the different
controllers is indicated in Figure 9d. As demonstrated, the proposed controller improves
the system output from viewpoints of less amplitude oscillations than the other controllers.
The MAGFD values of presented controllers related to this scenario are denoted in Table 4.
Similar to the prior scenarios, the suggested controller in this scenario also provides the
lowest value than the other controllers.



Fractal Fract. 2023, 7, 343 14 of 18

Fractal Fract. 2023, 7, x FOR PEER REVIEW 14 of 18 
 

 

wind speed, respectively. Figure 8d illustrates the MG frequency response employing the 

considered controllers. It can be seen that the fluctuations’ amplitude is remarkably di-

minished using the proposed FOCC controller than the other controllers. The MAGFD 

values related to this scenario are represented in Table 4. It is clear that the proposed con-

troller presents the lowest MAGFD than the other controllers. 

(a) (b)

(c) (d)

 

Figure 8. Perturbations and simulation result for scenario 4. (a) Load disturbances. (b) Wind speed 

changes. (c) Solar irradiation changes. (d) Obtained frequency responses. 

5.5. Scenario 5 

This scenario evaluates the proposed FOCC performance under a reduction of 50% 

in the KESS value to consider more critical conditions. Moreover, severe perturbations, ac-

cording to Figure 9a–c are also considered as load, solar irradiation, and wind speed, re-

spectively. The system frequency performance for this scenario employing the different 

controllers is indicated in Figure 9d. As demonstrated, the proposed controller improves 

the system output from viewpoints of less amplitude oscillations than the other control-

lers. The MAGFD values of presented controllers related to this scenario are denoted in 

Table 4. Similar to the prior scenarios, the suggested controller in this scenario also pro-

vides the lowest value than the other controllers. 

(a) (b)

(c) (d)  

Figure 8. Perturbations and simulation result for scenario 4. (a) Load disturbances. (b) Wind speed
changes. (c) Solar irradiation changes. (d) Obtained frequency responses.

Fractal Fract. 2023, 7, x FOR PEER REVIEW 14 of 18 
 

 

wind speed, respectively. Figure 8d illustrates the MG frequency response employing the 

considered controllers. It can be seen that the fluctuations’ amplitude is remarkably di-

minished using the proposed FOCC controller than the other controllers. The MAGFD 

values related to this scenario are represented in Table 4. It is clear that the proposed con-

troller presents the lowest MAGFD than the other controllers. 

(a) (b)

(c) (d)

 

Figure 8. Perturbations and simulation result for scenario 4. (a) Load disturbances. (b) Wind speed 

changes. (c) Solar irradiation changes. (d) Obtained frequency responses. 

5.5. Scenario 5 

This scenario evaluates the proposed FOCC performance under a reduction of 50% 

in the KESS value to consider more critical conditions. Moreover, severe perturbations, ac-

cording to Figure 9a–c are also considered as load, solar irradiation, and wind speed, re-

spectively. The system frequency performance for this scenario employing the different 

controllers is indicated in Figure 9d. As demonstrated, the proposed controller improves 

the system output from viewpoints of less amplitude oscillations than the other control-

lers. The MAGFD values of presented controllers related to this scenario are denoted in 

Table 4. Similar to the prior scenarios, the suggested controller in this scenario also pro-

vides the lowest value than the other controllers. 

(a) (b)

(c) (d)  

Figure 9. Perturbations and simulation result for scenario 5. (a) Load disturbances. (b) Wind speed
changes. (c) Solar irradiation changes. (d) Obtained frequency responses.

5.6. Sensitivity Analysis

This subsection analyzes the robustness of the proposed FOCC controller against the
system parameters’ changes. In this regard, the ±30% variations are applied to Tg and
Tt parameters under scenario 1 conditions. Figure 10a,b demonstrates the MG frequency
responses attained by the proposed FOCC controller under normal conditions and ±30%
reduction in the Tg and Tt parameters, respectively. According to these figures, it can
be noted that the responses under normal conditions and considered changes are almost
similar. The MAGFD values for this subsection are presented in Table 5. This table reveals
that these changes do not significantly impact the MAGFD values using the proposed
FOCC controller. Accordingly, the system stays stable.
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Table 5. Sensitivity analysis for the proposed controller under ±30% changes in Tg and Tt.

Controller Parameter MAGFD

Proposed FOCC

+30% 0.0051
Tg
−30% 0.0045

+30% 0.0055
Tt
−30% 0.0043

6. Conclusions

This paper studied the LFC task of an islanded MG in the presence of high participation
of RESs. In this regard, an FOCC controller was proposed as the secondary controller to
improve the system frequency performance. The proposed FOCC controller has cascaded
an FOPI controller with a FOTD controller. An ESS based on the VI control was used to
improve the total inertia of the MG. The performance of the suggested FOCC controller
was compared with the PID, TID, and FOPID controllers under various perturbations and
operating conditions. The tunable parameters of the presented controllers were optimized
by the KA method. The results revealed that the presented FOCC controller offers a better
frequency response than the other controllers. Eventually, the sensitivity analysis indicated
that the suggested FOCC controller is robust versus the coefficients’ changes in the system.
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