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#### Abstract

In this article, a new deterministic disease system is constructed to study the influence of treatment adherence as well as awareness on the spread of tuberculosis (TB). The suggested model is composed of six various classes, whose dynamics are discussed in the sense of the Caputo fractional operator. Firstly the model existence of a solution along with a unique solution is checked to determine whether the system has a solution or not. The stability of a solution is also important, so we use the Ulam-Hyers concept of stability. The approximate solution analysis is checked by the technique of Laplace transformation using the Adomian decomposition concept. Such a solution is in series form which is decomposed into smaller terms and the next term is obtained from the previous one. The numerical simulation is established for the obtained schemes using different fractional orders along with a comparison of classical derivatives. Such an analysis will be helpful for testing more dynamics instead of only one type of integer order discussion.
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## 1. Introduction

Tuberculosis (TB) is an infectious disease transmitted by Mycobacterium tuberculosis. It most commonly affects the lungs and is called pulmonary TB. However, in some cases, it can also affect the kidneys, spinal cord, bones, etc. It is an ancient disease, whose evidence has been found in relics from ancient Egypt, India, and China [1]. TB spreads through the air when an active TB patient spits, coughs, or sneezes. A susceptible individual needs to breathe in fewer TB bacteria to become infected. Latent TB patients do not transmit the TB infection. Furthermore, an individual with immune-compromising diseases such as HIV or diabetes is at high risk of TB infection. The symptoms of TB disease are: coughing that lasts for more than two weeks, chest pain, fever, weight loss, fatigue, and night sweats. Though TB is curable by using drug therapy, inappropriate or incomplete treatment can result in severe, resistant TB. Although the BCG vaccine is available to control TB, its effectiveness is still controversial, with a reported efficacy rate of $50 \%$ [2]. In spite of significant work carried out in TB control and treatment, still one-third of the population across the world is latently infected, leaving an active TB population for the future. In 2018, about 10 million new TB cases were reported globally, causing more than 1.4 million deaths annually. Moreover, approximately 1.2 million TB patients died with HIV-negative status and 0.25 million died with HIV-positive status in 2018. Most of the deaths were reported in middle- and low-income countries such as India, Nigeria, Indonesia, Pakistan, the Philippines, and South Africa. Southeast Asia contributed approximately $44 \%$ of the incidence of TB worldwide [3,4].

The study of the dynamics of contagious diseases transmission relies heavily on mathematical modelling. The literature has a number of mathematical models that have been applied to the study of infectious diseases [5-8]. To investigate the propagation of the TB infection in the host population with insufficient treatment and isolation, Zhang and Feng [9] reported a deterministic model. The authors of [10] created a model to assess the TB disease's spread in the Asia-Pacific region. The scientists also took into account the effectiveness of both temporary and partial vaccinations. To explore the impact of detection and adherence on lowering the disease burden, Al-arydah et al proposed a model of TB therapy in their article [11]. Later, Bhunu et al. [12] developed a TB model to analyse the impact of socioeconomic factors on TB infection while taking into account the heterogeneous mixing pattern. Their findings revealed that TB disease is more prevalent in those living in poverty.

Motivated by the above discussion, we consider a TB transmission model, investigating the significance of controlling the TB infection from paper [13,14] as follows:

$$
\left\{\begin{array}{l}
\frac{d \mathbb{S}}{d t}=\lambda-(1-p) \alpha \frac{\mathbb{S}}{\mathbb{N}}-(1-p) v \alpha \frac{\mathbb{S}}{\mathbb{N}}-\zeta \mathbb{S},  \tag{1}\\
\frac{d \mathbb{E}}{d t}=(1-p) c \alpha \frac{\mathbb{S}}{\mathbb{N}}+(1-p) c v \alpha \frac{\mathbb{S}}{\mathbb{N}}+(1-q) r \mathbb{T}-(\zeta+\beta+\Psi) \mathbb{E}, \\
\frac{d \mathbb{I}}{d t}=(1-p)(1-c) \alpha \frac{\mathbb{S}}{\mathbb{N}}+(1-p)(1-c) v \alpha \frac{\mathbb{S}}{\mathbb{N}}+\beta \mathbb{E}-(\zeta+\Delta+\Phi) \mathbb{I}, \\
\frac{d \mathbb{T}}{d t}=\Phi \mathbb{I}-(\zeta+\rho+r) \mathbb{T}, \\
\frac{d \mathbb{R}}{d t}=q r \mathbb{T}+\Psi \mathbb{E}-\zeta \mathbb{R} .
\end{array}\right.
$$

System (1) is studied subject to the initial conditions $\mathbb{S}_{0}, \mathbb{E}_{0}, \mathbb{I}_{0}, \mathbb{T}_{0}, \mathbb{R}_{0} \geq 0$. Note that the compartments and the used parameters are given in Table 1 and $\mathbb{S}_{0}, \mathbb{E}_{0}, \mathbb{I}_{0}, \mathbb{T}_{0}, \mathbb{R}_{0}$ are initial conditions for all compartments.

Table 1. The parameters of the model (1) and their discerption.

| Variables | The Physical Representation |
| :--- | :--- |
| $\mathbb{S}$ | The number of susceptible individuals |
| $\mathbb{E}$ | The number of Latent class |
| $\mathbb{I}$ | The number of Undetected Infectious class |
| $\mathbb{T}$ | The number of Detected infectious class |
| $\mathbb{R}$ | The number of Recovered class |
| $\lambda$ | New recruitment rate |
| $\alpha$ | Mutual contact rate |
| $v$ | Decrease rate in infectiousness relative to treatment stages |
| $p$ | Awareness ratio of human population |
| $q$ | Treatment adherence level |
| $\zeta$ | Natural death rate |
| $\rho$ | Death rate for class $\mathbb{T}(t)$ |
| $\Delta$ | Death rate for class $\mathbb{I}(t)$ |
| $\beta$ | Reactivation rate |
| $\Phi$ | Detection rate for active TB cases |
| $\Psi$ | Recovery rate from $\mathbb{E}(t)$ |
| $r$ | Rate of Transferring from $\mathbb{T}(t)$ to $\mathbb{R}(t)$ or $\mathbb{E}(t)$ |
| $c$ | Fraction of new infection progress to latent class |

The analysis and generalization of the above system can be carried out in the field of modern calculus. It discusses different systems for representing biological and physical phenomena in more detail. Therefore for the past few decades, it has been a very interesting field from the research point of view and many anonymous scientists work through this aspect of generalization. The generalized analysis of modern calculus has
attracted a lot of interest from mathematicians and physicists during the last few years. Due to its numerous applications in the engineering and physical sciences for simulating a variety of phenomena in mathematical physics, bioengineering, and chaos theory [15-21]. In fractional-order calculus mathematical models, the order of the derivatives and integrals is arbitrary. Fractional calculus has many operators that are used in a wide range of applied sciences domains [22-24]. The idea of integer-order differentiation is generalized beyond fractional calculus to fractal type differentiation, where the classical differentiations can be retrieved if the fractal dimension becomes one [25-27]. Similar to this, if the model being considered has a fractal derivative, the fractal derivative is equal to $\lambda t^{\lambda-1}$. Fractal-fractional calculus is a new field that has evolved as a result of the combining of fractal and fractional notions. Applying this derivative, one can calculate complex problems with both operators. Meanwhile, if we take the fractional order of the derivative we obtain a fractal system, and by taking the noninteger order as unity, then we have a fractional system. This joint operator approach is useful for real-world problems to evaluate the phenomenon where the fractal and fractional derivatives are incompatible separately. Because of this, these operators provided fresh opportunities for the study of complex issues [28-30].

Motivated by the above study, we consider a mathematical model of the transmission of the TB dynamics equation in generalized aspects as follows:

$$
\left\{\begin{array}{l}
\frac{C_{d \gamma} \mathbb{S}}{d t \gamma}=\lambda-(1-p) \alpha \frac{\mathbb{S}}{\mathbb{N}}-(1-p) v \alpha \frac{\mathbb{S T}}{\mathbb{N}}-\zeta \mathbb{S},  \tag{2}\\
\frac{C_{d \gamma}}{d t \gamma}=(1-p) c \alpha \frac{\mathbb{S}}{\mathbb{N}}+(1-p) c v \alpha \frac{\mathbb{S}}{\mathbb{N}}+(1-q) r \mathbb{T}-(\zeta+\beta+\Psi) \mathbb{E}, \\
\frac{C_{d \gamma \mathbb{I}}}{d t \gamma}=(1-p)(1-c) \alpha \frac{\mathbb{S}}{\mathbb{N}}+(1-p)(1-c) v \alpha \frac{\mathbb{S} \mathbb{T}}{\mathbb{N}}+\beta \mathbb{E}-(\zeta+\Delta+\Phi) \mathbb{I}, \\
\frac{C_{d \gamma}}{d t \gamma}=\Phi \mathbb{T}-(\zeta+\rho+r) \mathbb{T}, \\
\frac{C_{d \gamma \mathbb{R}}}{d t \gamma}=q r \mathbb{T}+\Psi \mathbb{E}-\zeta \mathbb{R} \\
. \mathbb{S}_{0}, \mathbb{E}_{0}, \mathbb{I}_{0}, \mathbb{T}_{0}, \mathbb{R}_{0} \geq 0,0<\gamma \leq 1 .
\end{array}\right.
$$

## 2. Preliminaries

We consider it advantageous to recall some basic definitions from $[31,32]$
Definition 1. The Riemann-Liouville fractional integral of order $\gamma$, for a function $\ell \in L 1([0, \infty) R)$, is defined as

$$
I_{t}^{\gamma} \ell(t)=\frac{1}{\Gamma(\gamma)} \int \frac{\ell(\eta)}{(t-\eta)^{1-\gamma}} d \eta, \gamma>0
$$

assuming the integral on the right is existent.
Definition 2. The fractional derivative of order $\gamma$, in the Caputo sense, is defined as

$$
{ }^{\mathscr{C}} \mathcal{D}_{t}^{\gamma} \ell(t)=\frac{1}{\Gamma(n-\gamma)} \int \frac{\ell(\eta)}{(t-\eta)^{n-\gamma-1}} \ell^{n}(\eta) d \eta, \gamma>0
$$

where $n=[\gamma]+1$ and the integral part on the right exist. If $\gamma \in(0,1)$, then we have

$$
{ }^{\mathscr{C}} \mathcal{D}_{t}^{\gamma} \ell(t)=\frac{1}{\Gamma(1-\gamma)} \int \frac{\ell(\eta)}{(t-\eta)^{\gamma}} \bar{\ell}(\eta) d \eta .
$$

Lemma 1. The following is true in relation to FODEs [31,32]:

$$
I^{\gamma}\left[{ }^{\mathscr{C}} \mathcal{D}_{t}^{\gamma} \Psi\right](t)=\Psi(t)+a_{0}+a_{1}+a_{2}+\ldots+a_{n-1} t^{n-1}
$$

Definition 3. In the sense of Caputo, we define

$$
\mathscr{L}\left[{ }^{\mathscr{C}} \mathcal{D}_{t}^{\gamma} r(t)\right]=s^{\gamma} R(s)-\Sigma_{j=o}^{m-1} s^{\gamma-j-1} r^{k}(0), \quad \gamma \in(m-1, m), \quad m \in \mathbb{Z}^{+}
$$

## 3. Existence and Uniqueness

In this section, we demonstrate the existence and uniqueness of the system (1) with the use of the fixed point theorem as in [20]. The system (1) under consideration can be written as

$$
\begin{align*}
{ }^{C} \mathcal{D}_{t}^{\gamma}(\mathbb{S}(t)) & =\mathcal{H}_{1}(t, \mathbb{S}, \mathbb{E}, \mathbb{I}, \mathbb{T}, \mathbb{R}), \\
{ }^{C} \mathcal{D}_{t}^{\gamma}(\mathbb{E}(t)) & =\mathcal{H}_{2}(t, \mathbb{S}, \mathbb{E}, \mathbb{I}, \mathbb{T}, \mathbb{R}), \\
{ }^{C} \mathcal{D}_{t}^{\gamma}(\mathbb{I}(t)) & =\mathcal{H}_{3}(t, \mathbb{S}, \mathbb{E}, \mathbb{I}, \mathbb{T}, \mathbb{R}),  \tag{3}\\
{ }^{C} \mathcal{D}_{t}^{\gamma}(\mathbb{T}(t)) & =\mathcal{H}_{4}(t, \mathbb{S}, \mathbb{E}, \mathbb{I}, \mathbb{T}, \mathbb{R}), \\
{ }^{C} \mathcal{D}_{t}^{\gamma}(\mathbb{R}(t)) & =\mathcal{H}_{5}(t, \mathbb{S}, \mathbb{E}, \mathbb{I}, \mathbb{T}, \mathbb{R}),
\end{align*}
$$

where

$$
\begin{align*}
& \mathcal{H}_{1}(t, \mathbb{S}, \mathbb{E}, \mathbb{I}, \mathbb{T}, \mathbb{R})=\lambda-(1-p) \alpha \frac{\mathbb{S}}{\mathbb{N}}-(1-p) v \alpha \frac{\mathbb{S T}}{\mathbb{N}}-\zeta \mathbb{S} \\
& \mathcal{H}_{2}(t, \mathbb{S}, \mathbb{E}, \mathbb{I}, \mathbb{T}, \mathbb{R})=(1-p) c \alpha \frac{\mathbb{S} \mathbb{I}}{\mathbb{N}}+(1-p) c v \alpha \frac{\mathbb{S T}}{\mathbb{N}}+(1-q) r \mathbb{T}-(\zeta+\beta+\Psi) \mathbb{E}, \\
& \mathcal{H}_{3}(t, \mathbb{S}, \mathbb{E}, \mathbb{I}, \mathbb{T}, \mathbb{R})=(1-p)(1-c) \alpha \frac{\mathbb{S} \mathbb{I}}{\mathbb{N}}+(1-p)(1-c) v \alpha \frac{\mathbb{S} \mathbb{T}}{\mathbb{N}}+\beta \mathbb{E}-(\zeta+\Delta+\Phi) \mathbb{I},  \tag{4}\\
& \mathcal{H}_{4}(t, \mathbb{S}, \mathbb{E}, \mathbb{I}, \mathbb{T}, \mathbb{R})=\Phi \mathbb{I}-(\zeta+\rho+r) \mathbb{T}, \\
& \mathcal{H}_{5}(t, \mathbb{S}, \mathbb{E}, \mathbb{I}, \mathbb{T}, \mathbb{R})=q r \mathbb{T}+\Psi \mathbb{E}-\zeta \mathbb{R}
\end{align*}
$$

The system (1) is represented as

$$
\left\{\begin{array}{l}
{ }^{C} \mathcal{D}_{t}^{\gamma}(\mathbb{U}(t))=\mathbb{Z}(t, \mathbb{U}(t))  \tag{5}\\
\mathbb{U}(0)=\mathbb{U}_{0} \geq 0
\end{array}\right.
$$

where

$$
\left\{\begin{array}{l}
\mathbb{U}(t)=(\mathbb{S}, \mathbb{E}, \mathbb{I}, \mathbb{T}, \mathbb{R})^{T r}  \tag{6}\\
\mathbb{U}(0)=\left(\mathbb{S}_{0}, \mathbb{E}_{0}, \mathbb{I}_{0}, \mathbb{T}_{0}, \mathbb{R}_{0}\right)^{T r}, \\
\mathbb{Z}(t, \mathbb{U}(t))=\left(\mathcal{H}_{i}(t, \mathbb{S}, \mathbb{E}, \mathbb{I}, \mathbb{T}, \mathbb{R})^{T r}, i=1,2,3,4,5\right.
\end{array}\right.
$$

where transpose of the vector is represented by (. $)^{T r}$. Note that the system (5) can be expressed in the form:

$$
\begin{equation*}
\mathbb{U}(t)=\mathbb{U}_{0}+\mathcal{J}^{\gamma} \mathbb{Z}(t, \mathbb{U}(t))=\mathbb{U}_{0}+\frac{1}{\Gamma(\gamma)} \int_{0}^{t}(t-s)^{\gamma-1} \mathbb{Z}(s, \mathbb{U}(s)) d s \tag{7}
\end{equation*}
$$

Assume that the continuous function on $\mathbb{Z}$ is the Banach Space established on the interval $[0, b]$ with $\|\mathbb{U}\|=\max _{t \in \mathcal{J}}|\mathbb{U}|$ be $\mathbf{F}=C([0, b] ; \mathbb{Z})$. In the following, we will use the assumption:
$\mathbf{C}_{1}$ : One can associate the constants, e.g., $\mathcal{K}_{\mathbb{Z}}>0, \mathcal{M}_{\mathbb{Z}}>0$ belonging to $(C[0, b], R)$ in such a fashion that for all $(t, \mathbb{U}) \in \mathcal{J} \times R^{5}$, we have

$$
|\mathbb{Z}(t, \mathbb{U})| \leq \mathcal{K}_{\mathbb{Z}}+M_{\mathbb{Z}}|\mathbb{U}|
$$

$\mathbf{C}_{2}$ : There is a constant $\mathcal{L}_{\mathbb{Z}}>0$ in such a way that for every $\mathbb{U}_{1}, \mathbb{U}_{2} \in C([\mathcal{J}, R])$,

$$
\left|\mathbb{Z}\left(t, \mathbb{U}_{1}(t)\right)-\mathbb{Z}\left(t, \mathbb{U}_{2}(t)\right)\right| \leq \mathcal{L}_{\mathbb{Z}}\left|\mathbb{U}_{1}(t)-\mathbb{U}_{2}(t)\right|
$$

We demonstrate the uniqueness of the solution with the aid of the following theorem [19].

Theorem 1. With hypotheses $\left(\mathbf{C}_{\mathbf{2}}\right), \mathbb{Z} \in C([\mathcal{J}, \mathbf{R}])$ along with the mappings $\mathcal{J} \times \mathbf{R}^{5}$ bounded subset to relatively compact-subset of $\mathbf{R}$. In case $\theta \mathcal{L}_{\mathbb{Z}}<1$, Equation (5) possesses a unique solution where $\theta=\frac{T^{\gamma}}{\Gamma(\gamma+1)}$.

Proof. Let us express the operator $\mathbf{F}: \mathbf{X} \rightarrow \mathbf{X}$ and consider $\mathbb{U}_{1} \mathbb{U}_{2} \in \mathbf{X}$ then

$$
\begin{align*}
\left\|\mathbf{F}\left(\mathbb{U}_{1}\right)-\mathbf{F}\left(\mathbb{U}_{2}\right)\right\| & =\max _{t \in[0, \mathcal{T}]} \left\lvert\, \frac{1}{\Gamma(\gamma)} \int_{0}^{t}(t-s)^{\gamma-1} \mathbb{Z}\left(s, \mathbb{U}_{1}(s)\right) d s\right. \\
& \left.-\frac{1}{\Gamma(\gamma)} \int_{0}^{t}(t-s)^{\gamma-1} \mathbb{Z}\left(s, \bar{U}_{2}(s)\right) d s \right\rvert\, \\
& \leq \frac{T^{\gamma}}{\Gamma(\gamma+1)} L_{\mathbb{Z}}\left\|\mathbb{U}_{1}-\mathbb{U}_{2}\right\| \\
& \leq \theta L_{\mathbb{Z}}\left\|\mathbb{U}_{1}-\mathbb{U}_{2}\right\| \tag{8}
\end{align*}
$$

Consequently, by the principle of Banach contraction, we may deduce that the system (5) possesses a unique solution on $\mathcal{J}$.

Next, to demonstrate the existence of the solution of (2), we use the Schauder fixedpoint theory.

Lemma 2. Assume a convex, closed and bounded subset of a Banach space $\mathbf{X}$ be $\mathcal{M}$. Consider the operator be $\mathbf{F}_{1}, \mathbf{F}_{2}$, then the following:

- $\quad \mathbf{F}_{1} \mathbb{U}_{1}+\mathbf{F}_{2} \mathbb{U}_{2}$, only if $\mathbb{U}_{1}, \mathbb{U}_{2} \in \mathcal{M}$;
- The operator $\mathbf{F}_{1}$ is compact and continuous;
- $\mathbf{F}_{2}$ is a contraction mapping.

There exists $u \in \mathcal{M}$, such that $u=\mathbf{F}_{1} u+\mathbf{F}_{2} u$.
Theorem 2. Using the assumption $\left(\mathbf{C}_{\mathbf{1}}\right)$ and $\left(\mathbf{C}_{\mathbf{2}}\right)$ with $\mathbb{Z}: \mathcal{J} \times \mathbf{R}^{\mathbf{5}} \rightarrow \mathbf{R}$. The system described in (2) contains at least one solution on $\mathcal{J}$ whenever

$$
\mathcal{L}_{\mathbb{Z}}\left\|\mathbb{U}_{1}\left(t_{0}\right)-\mathbb{U}_{2}\left(t_{0}\right)\right\|<1
$$

Proof. Assume that $\max _{t \in \mathcal{J}}|\mathcal{K}(t)|=\|\mathcal{K}\|$ and $\rho \geq\|\mathbb{U} 0\|+\gamma\|\mathcal{K}\|$, with $\mathbf{B} \rho=\{\mathbb{U} \in \mathbf{E}$ : $\|\mathbb{U}\| \leq \rho\}$. For each $\mathbf{F}_{1}, \mathbf{F}_{2}$ on $\mathbf{B} \rho$ given as

$$
\left(\mathbf{F}_{1} \mathbb{U}\right)(t)=\frac{1}{\Gamma(\gamma)} \int_{0}^{t}(t-s)^{\gamma-1} \mathbb{Z}(s, \mathbb{U}(s)) d s, \quad t \in \mathcal{J}
$$

and $\left(\mathbf{F}_{2} \mathbb{U}\right)(t)=\mathbb{U}\left(t_{0}\right), \quad t \in \mathcal{J}$. So, fr all $\mathbf{F}_{1}, \mathbf{F}_{2} \in \mathbf{B} \rho$, we obtain

$$
\begin{align*}
\left\|\left(\mathbf{F}_{1} \mathbb{U}_{1}\right)(t)+\left(\mathbf{F}_{2} \mathbb{U}_{2}\right)(t)\right\| & \leq\left\|\mathbb{U}_{0}\right\|+\frac{1}{\Gamma(\gamma)} \int_{0}^{t}(t-s)^{\gamma-1}\left\|\mathbb{Z}\left(s, \mathbf{F}_{1}(s)\right)\right\| d s \\
& \leq\left\|\mathbb{U}_{0}\right\|+\gamma\|\mathcal{K}\|  \tag{9}\\
& \leq \rho<\infty
\end{align*}
$$

Hence, $\mathbf{F}_{1} \mathbb{U}_{1}+\mathbf{F}_{2} \mathbb{U}_{2} \in \mathbf{B} \rho$.
Now, we prove the contraction of $\mathbf{F}_{2}$.
By hypothesis for any $t \in \mathcal{J}$ and $\mathbf{F}_{1}, \mathbf{F}_{2} \in \mathbf{B} \rho$, one should have

$$
\begin{equation*}
\left\|\left(\mathbf{F}_{1} \mathbb{U}_{1}\right)(t)-\left(\mathbf{F}_{2} \mathbb{U}_{2}\right)(t)\right\| \leq\left\|\mathbf{F}_{1}\left(t_{0}\right)-\mathbf{F}_{2}\left(t_{0}\right)\right\| . \tag{10}
\end{equation*}
$$

Since we have a continuous function $\mathbb{Z}$, thus $\mathbf{F}_{1}$ is continuous. Further, for every $t \in \mathcal{J}$ and $\mathbb{U}_{1} \in \mathbf{B} \rho$,

$$
\left\|\mathbf{F}_{1} \mathbb{U}\right\| \leq\|\mathcal{K}\|<\infty .
$$

Consequently, one may deduce the uniform boundedness of $\mathbf{F}_{1}$. Finally, we demonstrate that $\mathbf{F}_{1}$ is compact. For this purpose we assume that $\max (t, \mathbb{U}) \in\left(\mathcal{J} \times \mathbf{B}_{\rho}\right)|\mathbb{Z}(s, \mathbb{U}(s))|=\mathbb{Z}^{*}$, which gives

$$
\begin{align*}
\left|\left(\mathbf{F}_{1} \mathbb{U}\right)\left(t_{2}\right)-\left(\mathbf{F}_{1} \mathbb{U}\right)\left(t_{1}\right)\right|= & \frac{1}{\Gamma(\gamma)}\left|\int_{0}^{t}\left[\left(t_{2}-s\right)^{\gamma-1}-\left(t_{1}-s\right)^{\gamma-1}\right] \mathbb{Z}(s, \mathbb{U}(s)) d s+\int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{\gamma-1} \mathbb{Z}(s, \mathbb{U}(s))\right| \\
& \leq \frac{\mathbb{Z}^{*}}{\Gamma(\gamma)}\left[2\left(t_{2}-t_{1}\right)^{\gamma}+\left(t_{2}^{\gamma}-t_{1}^{\gamma}\right)\right] \rightarrow 0 \text { as } t_{2} \rightarrow t_{1} . \tag{11}
\end{align*}
$$

The operator $\mathbf{F} 1$ is relatively compact $\mathbf{B} \rho$ and hence $\mathbf{F} 1$ is completely continuous in light of the well-known "Arzela-Ascoli theorem." By proving assertions of Lemma 2, we conclude that the suggested system (2) possesses at least one solution.

## 4. Approximate Solution by LADM

This section examines the proposed model's approximative series solutions using the technique of Laplace-Adomian decomposition. The calculation through this technique is achieved by decomposing the whole quantity into small ones and the non-linear terms are computed with an Adomian polynomial. The Laplace transforms on each quantity are then very easy by starting from the initial value-like iteration. The next term is obtained from the previous one. In the following, we examine the general approach for the considered model, (2) subjected to initial conditions as in [21]. Taking Laplace transform of both sides of the system (2) we may write

$$
\begin{align*}
\mathscr{L}\left[{ }^{C} \mathcal{D}_{t}^{\gamma} \mathbb{S}(t)\right] & =\mathscr{L}\left[\lambda-(1-p) \alpha \frac{\mathbb{S}}{\mathbb{N}}-(1-p) v \alpha \frac{\mathbb{S} \mathbb{T}}{\mathbb{N}}-\zeta \mathbb{S}\right] \\
\mathscr{L}\left[{ }^{C} \mathcal{D}_{t}^{\gamma} \mathbb{E}(t)\right] & =\mathscr{L}\left[(1-p) c \alpha \frac{\mathbb{S} \mathbb{N}}{\mathbb{N}}+(1-p) c v \alpha \frac{\mathbb{S} \mathbb{T}}{\mathbb{N}}+(1-q) r \mathbb{T}-(\zeta+\beta+\Psi) \mathbb{E}\right] \\
\left.\mathscr{L}^{[ }{ }^{C} \mathcal{D}_{t}^{\gamma} \mathbb{I}(t)\right] & =\mathscr{L}\left[(1-p)(1-c) \alpha \frac{\mathbb{S} \mathbb{N}}{\mathbb{N}}+(1-p)(1-c) v \alpha \frac{\mathbb{S} \mathbb{T}}{\mathbb{N}}+\beta \mathbb{E}-(\zeta+\Delta+\Phi) \mathbb{I}\right] \\
\mathscr{L}\left[{ }^{C} \mathcal{D}_{t}^{\gamma} \mathbb{T}(t)\right] & =\mathscr{L}[\Phi \mathbb{I}-(\zeta+\rho+r) \mathbb{T}] \\
\mathscr{L}\left[{ }^{C} \mathcal{D}_{t}^{\gamma} \mathbb{R}(t)\right] & =\mathscr{L}[q r \mathbb{T}+\Psi \mathbb{E}-\zeta \mathbb{R}] . \tag{12}
\end{align*}
$$

Applying the initial conditions (12), we obtain

$$
\begin{align*}
\mathscr{L}[\mathbb{S}(t)] & =\frac{M_{1}}{s}+\frac{1}{s^{\gamma}} \mathscr{L}\left[\lambda-(1-p) \alpha \frac{\mathbb{S I}}{\mathbb{N}}-(1-p) v \alpha \frac{\mathbb{S T}}{\mathbb{N}}-\zeta \mathbb{S}\right], \\
\mathscr{L}[\mathbb{E}(t)] & =\frac{M_{2}}{s}+\frac{1}{s^{\gamma}} \mathscr{L}\left[(1-p) c \alpha \frac{\mathbb{S} \mathbb{I}}{\mathbb{N}}+(1-p) c v \alpha \frac{\mathbb{S} \mathbb{T}}{\mathbb{N}}+(1-q) r \mathbb{T}-(\zeta+\beta+\Psi) \mathbb{E}\right], \\
\mathscr{L}[\mathbb{I}(t)] & =\frac{M_{3}}{s}+\frac{1}{s^{\gamma}} \mathscr{L}\left[(1-p)(1-c) \alpha \frac{\mathbb{S}}{\mathbb{N}}+(1-p)(1-c) v \alpha \frac{\mathbb{S} \mathbb{T}}{\mathbb{N}}+\beta \mathbb{E}-(\zeta+\Delta+\Phi) \mathbb{I}\right], \\
\mathscr{L}[\mathbb{T}(t)] & =\frac{M_{4}}{s}+\frac{1}{s^{\gamma}} \mathscr{L}[\Phi \mathbb{I}-(\zeta+\rho+r) \mathbb{T}], \\
\mathscr{L}[\mathbb{R}(t)] & =\frac{M_{5}}{s}+\frac{1}{s^{\gamma}} \mathscr{L}[q r \mathbb{T}+\Psi \mathbb{E}-\zeta \mathbb{R}] . \tag{13}
\end{align*}
$$

Next, consider the following series solution of $\mathbb{S}, \mathbb{E}, \mathbb{I}, \mathbb{T}, \mathbb{R}$ with infinite terms
$\mathbb{S}(t)=\sum_{n=0}^{\infty} \mathbb{S}_{n}(t), \mathbb{E}(t)=\sum_{n=0}^{\infty} \mathbb{E}_{n}(t), \mathbb{I}(t)=\sum_{n=0}^{\infty} \mathbb{I}_{n}(t), \mathbb{T}(t)=\sum_{n=0}^{\infty} \mathbb{T}_{n}(t), \mathbb{R}(t)=\sum_{n=0}^{\infty} \mathbb{R}_{n}(t)$
where

$$
\mathbb{S}(t) \mathbb{I}(t)=\sum_{n=0}^{\infty} p_{n}(t), \quad \mathbb{S}(t) \mathbb{T}(t)=\sum_{n=0}^{\infty} q_{n}(t)
$$

Next, we decompose Equation (14) into the Adomian polynomial, where

$$
\begin{equation*}
p_{n}(t)=\frac{1}{n!} \frac{d^{n}}{d \lambda^{n}}\left[\sum_{k=0}^{n} \lambda^{k} \mathbb{S}(t) \sum_{k=0}^{n} \lambda^{k} \mathbb{I}_{k}(t)\right]_{\lambda=0} q_{n}(t)=\frac{1}{n!} \frac{d^{n}}{d \lambda^{n}}\left[\sum_{k=0}^{n} \lambda^{k} \mathbb{S}(t) \sum_{k=0}^{n} \lambda^{k} \mathbb{T}_{k}(t)\right]_{\lambda=0} \tag{15}
\end{equation*}
$$

Using (14) and (15) in (13) and comparing like terms of each sides, we have

$$
\begin{aligned}
& \mathscr{L}\left[\mathrm{S}_{0}(t)\right]=\frac{\mathrm{M}_{1}}{s}, \mathscr{L}\left[\mathbb{E}_{0}(\mathrm{t})\right]=\frac{\mathrm{M}_{2}}{s}, \mathscr{L}\left[\mathbb{I}_{0}(\mathrm{t})\right]=\frac{\mathrm{M}_{3}}{s}, \mathscr{L}\left[\mathbb{T}_{0}(\mathrm{t})\right]=\frac{\mathrm{M}_{4}}{s}, \mathscr{L}\left[\mathbb{R}_{0}(\mathrm{t})\right]=\frac{\mathrm{M}_{5}}{s} \\
& \left.\mathscr{L}\left[\mathbb{S}_{1}(\mathrm{t})\right]=\frac{1}{s^{\gamma}} \mathscr{L}\left[\lambda-(1-p) \alpha \frac{p_{0}}{\mathbb{N}}-(1-p) v \alpha \frac{q_{0}}{\mathbb{N}}-\zeta \mathbb{S}_{0}\right)\right], \\
& \mathscr{L}\left[\mathbb{E}_{1}(t)\right]=\frac{1}{s^{\gamma}} \mathscr{L}\left[(1-p) c \alpha \frac{p_{0}}{\mathbb{N}}+(1-p) c v \alpha \frac{q_{0}}{\mathbb{N}}+(1-q) r \mathbb{T}_{0}-(\zeta+\beta+\Psi) \mathbb{E}_{0}\right], \\
& \mathscr{L}\left[\mathbb{I}_{1}(t)\right]=\frac{1}{s^{\gamma}} \mathscr{L}\left[(1-p)(1-c) \alpha \frac{p_{0}}{\mathbb{N}}+(1-p)(1-c) v \alpha \frac{q_{0}}{\mathbb{N}}+\beta \mathbb{E}_{0}-(\zeta+\Delta+\Phi) \mathbb{I}_{0}\right], \\
& \mathscr{L}\left[\mathbb{T}_{1}(\mathrm{t})\right]=\frac{1}{s^{\gamma}} \mathscr{L}\left[\Phi \mathbb{I}_{0}-(\zeta+\rho+r) \mathbb{T}_{0}\right], \\
& \mathscr{L}\left[\mathbb{R}_{1}(\mathrm{t})\right]=\frac{1}{s^{\gamma}} \mathscr{L}\left[q r \mathbb{T}_{0}+\Psi \mathbb{E}_{0}-\zeta \mathbb{R}_{0}\right], \\
& \left.\mathscr{L}\left[\mathbb{S}_{2}(\mathrm{t})\right]=\frac{1}{s^{\gamma}} \mathscr{L}\left[\lambda-(1-p) \alpha \frac{p_{1}}{\mathbb{N}}-(1-p) v \alpha \frac{q_{1}}{\mathbb{N}}-\zeta \mathbb{S}_{1}\right)\right], \\
& \mathscr{L}\left[\mathbb{E}_{2}(t)\right]=\frac{1}{s^{\gamma}} \mathscr{L}\left[(1-p) c \alpha \frac{p_{1}}{\mathbb{N}}+(1-p) c v \alpha \frac{q}{\mathbb{N}}+(1-q) r \mathbb{T}_{1}-(\zeta+\beta+\Psi) \mathbb{E}_{1}\right], \\
& \mathscr{L}\left[\mathbb{I}_{2}(t)\right]=\frac{1}{s^{\gamma}} \mathscr{L}\left[(1-p)(1-c) \alpha \frac{p_{1}}{\mathbb{N}}+(1-p)(1-c) v \alpha \frac{q_{1}}{\mathbb{N}}+\beta \mathbb{E}_{1}-(\zeta+\Delta+\Phi) \mathbb{I}_{1}\right], \\
& \mathscr{L}\left[\mathbb{T}_{2}(\mathrm{t})\right]=\frac{1}{s^{\gamma}} \mathscr{L}\left[\Phi \mathbb{I}_{1}-(\zeta+\rho+r) \mathbb{T}_{1}\right], \\
& \mathscr{L}\left[\mathbb{R}_{2}(\mathrm{t})\right]=\frac{1}{s^{\gamma}} \mathscr{L}\left[q r \mathbb{T}_{1}+\Psi \mathbb{E}_{1}-\zeta \mathbb{R}_{1}\right],
\end{aligned}
$$

$$
\left.\mathscr{L}\left[\mathbb{S}_{\mathrm{n}+1}(\mathrm{t})\right]=\frac{1}{s^{\gamma}} \mathscr{L}\left[\lambda-(1-p) \alpha \frac{p_{n}}{\mathbb{N}}-(1-p) v \alpha \frac{q_{n}}{\mathbb{N}}-\zeta \mathbb{S}_{n}\right)\right]
$$

$$
\mathscr{L}\left[\mathbb{E}_{n+1}(t)\right]=\frac{1}{s^{\gamma}} \mathscr{L}\left[(1-p) c \alpha \frac{p_{n}}{\mathbb{N}}+(1-p) \operatorname{cv\alpha } \frac{q_{n}}{\mathbb{N}}+(1-q) r \mathbb{T}_{n}-(\zeta+\beta+\Psi) \mathbb{E}_{n}\right]
$$

$$
\mathscr{L}\left[\mathbb{I}_{n+1}(t)\right]=\frac{1}{s^{\gamma}} \mathscr{L}\left[(1-p)(1-c) \alpha \frac{p_{n}}{\mathbb{N}}+(1-p)(1-c) v \alpha \frac{q_{n}}{\mathbb{N}}+\beta \mathbb{E}_{n}-(\zeta+\Delta+\Phi) \mathbb{I}_{n}\right]
$$

$$
\mathscr{L}\left[\mathbb{T}_{\mathrm{n}+1}(\mathrm{t})\right]=\frac{1}{s^{\gamma}} \mathscr{L}\left[\Phi \mathbb{I}_{n}-(\zeta+\rho+r) \mathbb{T}_{n}\right],
$$

$$
\mathscr{L}\left[\mathbb{R}_{\mathrm{n}+1}(\mathrm{t})\right]=\frac{1}{s^{\gamma}} \mathscr{L}\left[q r \mathbb{T}_{1}+\Psi \mathbb{E}_{n}-\zeta \mathbb{R}_{n}\right]
$$

Applying the inverse Laplace transform, we can write from Equation (16):

$$
\begin{aligned}
& {\left[\mathrm{S}_{0}(\mathrm{t})\right]=\mathscr{L}^{-1}\left[\frac{\mathrm{M}_{1}}{\mathrm{~s}}\right], \mathscr{L}^{-1}\left[\mathbb{E}_{0}(\mathrm{t})\right]=\left[\frac{\mathrm{M}_{2}}{\mathrm{~s}}\right],\left[\mathbb{I}_{0}(\mathrm{t})\right]=\mathscr{L}^{-1}\left[\frac{\mathrm{M}_{3}}{\mathrm{~s}}\right],} \\
& \mathscr{L}^{-1}\left[\mathbf{T}_{0}(\mathrm{t})\right]=\left[\frac{\mathrm{M}_{4}}{\mathrm{~s}}\right], \mathscr{L}^{-1}\left[\mathbf{R}_{0}(\mathrm{t})\right]=\left[\frac{\mathrm{M}_{5}}{\mathrm{~s}}\right], \\
& {\left[\mathbb{S}_{1}(\mathrm{t})\right]=\mathscr{L}^{-1}\left[\frac{1}{s^{\gamma}} \mathscr{L}\left[\lambda-(1-p) \alpha \frac{p_{0}}{\mathbb{N}}-(1-p) v \alpha \frac{q_{0}}{\mathbb{N}}-\zeta \mathbb{S}_{0}\right]\right],} \\
& {\left[\mathbb{E}_{1}(\mathrm{t})\right]=\mathscr{L}^{-1}\left[\frac{1}{s^{\gamma}} \mathscr{L}\left[(1-p) c \alpha \frac{p_{0}}{\mathbb{N}}+(1-p) c v \alpha \frac{q_{0}}{\mathbb{N}}+(1-q) r \mathbb{T}_{0}-(\zeta+\beta+\Psi) \mathbb{E}_{0}\right]\right],} \\
& {\left[\mathbb{I}_{1}(\mathrm{t})\right]=\mathscr{L}^{-1}\left[\frac{1}{s^{\gamma}} \mathscr{L}\left[(1-p)(1-c) \alpha \frac{p_{0}}{\mathbb{N}}+(1-p)(1-c) v \alpha \frac{q_{0}}{\mathbb{N}}+\beta \mathbb{E}_{0}-(\zeta+\Delta+\Phi) \mathbb{I}_{0}\right]\right],} \\
& {\left[\mathbb{T}_{1}(\mathrm{t})\right]=\mathscr{L}^{-1}\left[\frac{1}{s^{\gamma}} \mathscr{L}\left[\Phi \mathbb{I}_{0}-(\zeta+\rho+r) \mathbb{T}_{0}\right]\right],} \\
& {\left[\mathbb{R}_{1}(\mathrm{t})\right]=\mathscr{L}^{-1}\left[\frac{1}{s^{\gamma}} \mathscr{L}\left[q r \mathbb{T}_{0}+\Psi \mathbb{E}_{0}-\zeta \mathbb{R}_{0}\right]\right],} \\
& {\left[\mathbb{S}_{2}(\mathrm{t})\right]=\mathscr{L}^{-1}\left[\frac{1}{s^{\gamma}} \mathscr{L}\left[\lambda-(1-p) \alpha \frac{p_{1}}{\mathbb{N}}-(1-p) v \alpha \frac{q_{1}}{\mathbb{N}}-\zeta \mathbb{S}_{1}\right]\right],} \\
& {\left[\mathbb{E}_{2}(\mathrm{t})\right]=\mathscr{L}^{-1}\left[\frac{1}{s^{\gamma}} \mathscr{L}\left[(1-p) c \alpha \frac{p_{1}}{\mathbb{N}}+(1-p) \operatorname{cv\alpha } \frac{q_{1}}{\mathbb{N}}+(1-q) r \mathbb{T}_{1}-(\zeta+\beta+\Psi) \mathbb{E}_{1}\right]\right],} \\
& {\left[\mathbb{I}_{2}(\mathrm{t})\right]=\mathscr{L}^{-1}\left[\frac{1}{s^{\gamma}} \mathscr{L}\left[(1-p)(1-c) \alpha \frac{p_{1}}{\mathbb{N}}+(1-p)(1-c) v \alpha \frac{q_{1}}{\mathbb{N}}+\beta \mathbb{E}_{1}-(\zeta+\Delta+\Phi) \mathbb{I}_{1}\right]\right],} \\
& {\left[\mathbb{T}_{2}(\mathrm{t})\right]=\mathscr{L}^{-1}\left[\frac{1}{s^{\gamma}} \mathscr{L}\left[\Phi \mathbb{I}_{1}-(\zeta+\rho+r) \mathbb{T}_{1}\right]\right],} \\
& {\left[\mathbb{R}_{2}(\mathrm{t})\right]=\mathscr{L}^{-1}\left[\frac{1}{s^{\gamma}} \mathscr{L}\left[q r \mathbb{T}_{1}+\Psi \mathbb{E}_{1}-\zeta \mathbb{R}_{1}\right]\right],} \\
& \vdots \\
& {\left[\mathbb{S}_{\mathrm{n}+1}(\mathrm{t})\right]=\mathscr{L}^{-1}\left[\frac{1}{s^{\gamma}} \mathscr{L}\left[\lambda-(1-p) \alpha \frac{p_{n}}{\mathbb{N}}-(1-p) v \alpha \frac{q_{n}}{\mathbb{N}}-\zeta \mathbb{S}_{n}\right]\right],} \\
& {\left[\mathbb{E}_{\mathrm{n}+1}(\mathrm{t})\right]=\mathscr{L}^{-1}\left[\frac{1}{s^{\gamma}} \mathscr{L}\left[(1-p) c \alpha \frac{p_{n}}{\mathbb{N}}+(1-p) \operatorname{cv} \alpha \frac{q_{n}}{\mathbb{N}}+(1-q) r \mathbb{T}_{n}-(\zeta+\beta+\Psi) \mathbb{E}_{n}\right]\right],} \\
& {\left[\mathbb{I}_{\mathrm{n}+1}(\mathrm{t})\right]=\mathscr{L}^{-1}\left[\frac{1}{s^{\gamma}} \mathscr{L}\left[(1-p)(1-c) \alpha \frac{p_{n}}{\mathbb{N}}+(1-p)(1-c) v \alpha \frac{q_{n}}{\mathbb{N}}+\beta \mathbb{E}_{n}-(\zeta+\Delta+\Phi) \mathbb{I}_{n}\right]\right],} \\
& {\left[\mathbb{T}_{\mathrm{n}+1}(\mathrm{t})\right]=\mathscr{L}^{-1}\left[\frac{1}{s^{\gamma}} \mathscr{L}\left[\Phi \mathbb{I}_{n}-(\zeta+\rho+r) \mathbb{T}_{n}\right]\right],} \\
& {\left[\mathbb{R}_{\mathrm{n}+1}(\mathrm{t})\right]=\mathscr{L}^{-1}\left[\frac{1}{s \gamma} \mathscr{L}\left[q r \mathbb{T}_{n}+\Psi \mathbb{E}_{n}-\zeta \mathbb{R}_{n}\right]\right] .}
\end{aligned}
$$

After simplification of (17), we obtain

$$
\begin{align*}
& \mathbb{S}_{0}(\mathrm{t})=\mathrm{M}_{1}, \quad \mathbb{E}_{0}(\mathrm{t})=\mathrm{M}_{2}, \quad \mathbb{I}_{0}(\mathrm{t})=\mathrm{M}_{3}, \quad \mathbb{T}_{0}(\mathrm{t})=\mathrm{M}_{4}, \quad \mathbb{R}_{0}(\mathrm{t})=\mathrm{M}_{5}  \tag{18}\\
& \left.\mathbb{S}_{1}(\mathrm{t})=\left[乞-(1-\mathrm{p}) \mathrm{ff} \frac{\mathrm{M}_{1} \mathrm{M}_{2}}{\mathbb{N}}-(1-\mathrm{p}) \operatorname{vff} \frac{\mathrm{M}_{1} \mathrm{M}_{4}}{\mathbb{N}}-{ }_{1} \mathrm{M}_{1}\right]\right] \frac{\mathrm{t}^{\mathrm{fl}}}{\mathbf{m}(\mathrm{fl}+1)}, \\
& \mathbb{E}_{1}(\mathrm{t})=\left[(1-\mathrm{p}) \operatorname{cff} \frac{\mathrm{M}_{1} \mathrm{M}_{2}}{\mathbb{N}}+(1-\mathrm{p}) \operatorname{cvff} \frac{\mathrm{M}_{1} \mathrm{M}_{4}}{\mathbb{N}}+(1-\mathrm{q}) \mathrm{rM}_{4}-(1+\mathrm{fi}+\boldsymbol{\square}) \mathrm{M}_{2}\right] \frac{\mathrm{t}^{\mathrm{fl}}}{\mathbf{m}(\mathrm{fl}+1)}, \\
& \mathbb{I}_{1}(\mathrm{t})=\left[(1-\mathrm{p})(1-\mathrm{c}) \mathrm{ff} \frac{\mathrm{M}_{1} \mathrm{M}_{2}}{\mathbb{N}}+(1-\mathrm{p})(1-\mathrm{c}) \operatorname{vff} \frac{\mathrm{M}_{1} \mathrm{M}_{4}}{\mathbb{N}}+\mathrm{fiM}_{2}-(1+\boldsymbol{\square}+\boldsymbol{\square}) \mathrm{M}_{3}\right] \frac{\mathrm{t}^{\mathrm{fl}}}{\mathbf{m}(\mathrm{fl}+1)}, \\
& \mathbb{T}_{1}(\mathrm{t})=\left[\mathbf{m}_{3}-(1+æ+\mathrm{r}) \mathrm{M}_{4}\right] \frac{\mathrm{t}^{\mathrm{fl}}}{\mathbf{( f l}(\mathrm{fl}+1)}, \\
& \mathbb{R}_{1}(\mathrm{t})=\left[\mathrm{qrM}_{4}+\mathrm{mM}_{2}-\mathrm{lM}_{5}\right] \frac{\mathrm{t}^{\mathrm{fl}}}{\mathrm{~m}(\mathrm{fl}+1)}, \\
& \left.\mathbb{S}_{2}(\mathrm{t})=\left[-(1-p) \mathrm{ff} \frac{\mathrm{k}_{11} \mathrm{M}_{1}+\mathrm{g}_{11} \mathrm{M}_{2}}{\mathbb{N}}-(1-\mathrm{p}) \operatorname{vff} \frac{\mathrm{v}_{11} \mathrm{M}_{1}+\mathrm{g}_{11} \mathrm{M}_{4}}{\mathbb{N}}-\mathrm{g}_{11}\right]\right] \frac{\mathrm{t}^{2 \mathrm{fl}}}{\mathbf{m}(2 \mathrm{fl}+1)}, \\
& \mathbb{E}_{2}(\mathrm{t})=\left[(1-p) c \alpha \frac{k_{11} \mathrm{M}_{1}+g_{11} \mathrm{M}_{2}}{\mathbb{N}}+(1-p) c v \alpha \frac{v_{11} \mathrm{M}_{1}+g_{11} \mathrm{M}_{4}}{\mathbb{N}}+(1-q) r g_{11}\right. \\
& \left.-(\zeta+\beta+\Psi) \mathrm{M}_{2}\right] \frac{t^{2 \gamma}}{\Gamma(2 \gamma+1)} \text {, } \\
& \mathbb{I}_{2}(\mathrm{t})=\left[(1-p)(1-c) \alpha \frac{k_{11} \mathrm{M}_{1}+g_{11} \mathrm{M}_{2}}{\mathbb{N}}+(1-p)(1-c) v \alpha \frac{v_{11} \mathrm{M}_{1}+g_{11} \mathrm{M}_{4}}{\mathbb{N}}+\beta g_{11}\right. \\
& \left.-(\zeta+\Delta+\Phi) \mathrm{M}_{3}\right] \frac{t^{2 \gamma}}{\Gamma(2 \gamma+1)}, \\
& \mathbb{T}_{2}(\mathrm{t})=\left[\mathbf{m k}_{11}-(1+æ+\mathrm{r}) \mathrm{u}_{11}\right] \frac{\mathrm{t}^{2 \mathrm{fl}}}{\mathbf{m}(2 \mathrm{fl}+1)^{\prime}}, \\
& \mathbb{R}_{2}(\mathrm{t})=\left[\mathrm{qrk}_{11}+\mathbf{\mathbf { v } _ { 1 1 }}-\mathrm{rr}_{11}\right] \frac{\mathrm{t}^{2 \mathrm{fl}}}{\mathbf{m}(2 \mathrm{fl}+1)}, \tag{19}
\end{align*}
$$

In a similar manner, we may determine the rest of the terms of the series solution of the system under consideration (2)

$$
\begin{align*}
g_{11} & =\lambda-(1-p) \alpha \frac{p_{0}}{\mathbb{N}}-(1-p) v \alpha \frac{q_{0}}{\mathbb{N}}-\zeta \mathbb{S}_{0} \\
k_{11} & =(1-p) c \alpha \frac{\mathrm{M}_{1} \mathrm{M}_{2}}{\mathbb{N}}+(1-p) c v \alpha \frac{\mathrm{M}_{1} \mathrm{M}_{4}}{\mathbb{N}}+(1-q) r \mathrm{M}_{4}-(\zeta+\beta+\Psi) \mathrm{M}_{2} \\
u_{11} & =(1-p)(1-c) \alpha \frac{\mathrm{M}_{1} \mathrm{M}_{2}}{\mathbb{N}}+(1-p)(1-c) v \alpha \frac{\mathrm{M}_{1} \mathrm{M}_{4}}{\mathbb{N}}+\beta \mathrm{M}_{2}-(\zeta+\Delta+\Phi) \mathrm{M}_{3} \\
v_{11} & =\Phi \mathrm{M}_{3}-(\zeta+\rho+r) \mathrm{M}_{4} \\
r_{11} & =q r \mathrm{M}_{4}+\Psi \mathrm{M}_{2}-\zeta \mathrm{M}_{5} \\
\mathrm{M}_{1} & =\mathbb{S}(0), \mathrm{M}_{2}=\mathbb{E}(0), \mathrm{M} 3=\mathbb{I}(0), \mathrm{M} 4=\mathbb{T}(0), \mathrm{M} 3=\mathbb{R}(0) \tag{20}
\end{align*}
$$

## 5. Numerical Simulation

Now, we show the dynamical behavior of the proposed disease model by numerical simulation in the sense of the Caputo fractional operator. Furthermore, model (2) is for the effect of awareness on controlling TB. The established numerical scheme of the LaplaceAdomian decomposition technique (LADM) is applied for the approximate solution of the considered problem. Table 2 provides the parameter values for simulations that are taken from [14].

The initial densities of all compartments are as follows:

$$
\mathbb{S}(0)=200, \mathbb{E}(0)=180, \mathbb{I}(0)=70, \mathbb{T}(0)=100, \mathbb{R}(0)=60
$$

The data are taken from [14], and we further proceed for simulations on different fractional orders. It is clear from these plots that the solution curves of the considered system will converge to the no-disease uniform state with the passage of time.

Table 2. Parametric values of the proposed model.

| Parameter | Description | Baseline Value | Source |
| :--- | :--- | :--- | :--- |
| $\lambda$ | Rate of recruitment | 14 | Assumed |
| $\zeta$ | Natural death rate | 0.0143 | $[33]$ |
| $\alpha$ | Rate of effective contact | Variable | Assumed |
| $\beta$ | Rate of reactivation | 0.005 | $[33]$ |
| $\Phi$ | Detection rate | 0.25 | $[34]$ |
| $\Psi, r$ | Rates of Recovery | $0.01,0.35$ | Assumed |
| $c$ | Portion of freshly infected people with latent $T B$ | 0.75 | $[33]$ |
| $\rho, \Delta$ | Death rates due to disease | $0.08,0.1$ | $[35]$ |
| $v$ | Modification parameter | 0.39 | Assumed |
| $q$ | Treatment adherence level | $(0,1)$ | Assumed |
| $p$ | Level of Awareness | $(0,1)$ | Assumed |

The graphical view of all compartments is tested for different fractional orders, showing the sensitivity of the fractional parameter. Firstly, the agents are tested on $\gamma=0.75,0.85,0.95,1$ from Figure 1a-e, in which the recovery cases are increased and, consequently, the number of susceptible individuals is increased and then becomes stable. The increase is more on high fractional orders and lower on low fractional orders. The exposed class or latently infected stages decrease and then move up toward stability while the other two classes of undetected infectious and detected infectious cases are controlled and totally decay.
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Figure 1. A graphic view of all five compartments (a-e) of human society for different arbitrary orders $\gamma=0.75,0.85,0.95,1$ for initial data and time duration.

A graphical view of all compartments is shown in Figure 2a-e for another set of fractional orders $\gamma=0.35,0.45,0.55,0.65$ to check the sensitivity of the fractional order parameters. Here the same dynamics are again simulated, but this time the time taken is less than the previous one, so we conclude that stability and convergence may be achieved quickly on small fractional orders.


Figure 2. A graphic view of all five agents (a-e) of human society on different arbitrary orders $\gamma=$ $0.35,0.45,0.55,0.65$ for initial data and time duration.

Further, the graphical representation of the compartments is presented in Figure 3a-e for another set of fractional orders $\gamma=0.01,0.15,0.25,0.30$ to check the sensitivity of small fractional order parameters. We observe the same dynamics of the compartmental classes, but this time the time taken is much less than the previous one, so we conclude that stability and convergence may be achieved quickly for small fractional orders.


Figure 3. A graphic view of all five agents (a-e) of human society on different arbitrary orders $\gamma=$ $0.05,0.15,0.25,0.30$ for initial data and time duration.

Presented in Figure 4a-e is a graphical representation of the compartments for another set of fractional orders $\gamma=0.75,0.85,0.95,1$ to check the sensitivity of the recruitment rate parameter $A=4$.

Next, the graphical view of all compartments is shown in Figure 5a-e on another set of fractional orders $\gamma=0.75,0.85,0.95,1$ to check the sensitivity of two parameters $p=0.6$ and $q=0.6$. Increasing the values of these two parameters will lead to quick stability.

The graphical view of all compartments is shown in Figure 6a-e on another set of fractional orders $0.75,0.85,0.95,1$ to check the sensitivity of two parameters, $P=0.8$ and $q=0.8$. Increasing the values of these two parameters will lead to quick stability.


Figure 4. A graphical representation of human society (a-e) for different arbitrary orders $\gamma=0.75$, $0.85,0.95,1$ for initial data and time duration of TB model by taking the value of $\lambda=4$.


Figure 5. Cont.


Figure 5. A graphical representation of human compartments (a-e) on different arbitrary orders $\gamma=0.75,0.85,0.95,1$ for initial data and time duration for the TB model by taking the value of $p=q=0.6$.
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Figure 6. Simulations of the five classes (a-e) of the proposed model for different arbitrary orders $\gamma=0.75,0.85,0.95,1$ for initial data and time duration for the TB model by taking the value of $p=q=0.8$.

## Sensitivity Analysis

In this subsection we perform the sensitivity of different parameters to show the effect on the dynamics of the proposed model. We test $\eta, \beta, \alpha$ for the sensitivity related to the dynamics of each compartment Figures 7-18.


Figure 7. Graphical view (a-c) of a susceptible individual on different arbitrary orders $\gamma=$ $0.75,0.85,0.95,1$ for initial data and time duration for TB model by taking the value of $\eta=$ $0.0143,0.143,1.143$.


Figure 8. Graphical view (a-c) of Latent class on different arbitrary orders $\gamma=0.75,0.85,0.95,1$ for initial data and time duration for TB model by taking the value of $\eta=0.0143,0.143,1.143$.


Figure 9. Graphical view (a-c) of Undetected infected class on different arbitrary orders $\gamma=0.75,0.85$, $0.95,1$ for initial data and time duration for TB model by taking the value of $\eta=0.0143,0.143,1.143$.


Figure 10. Graphical view ( $\mathbf{a}-\mathbf{c}$ ) of Detected infected class on different arbitrary orders $\gamma=$ $0.75,0.85,0.95,1$ for initial data and time duration for TB model by taking the value of $\eta=$ $0.0143,0.143,1.143$.


Figure 11. Graphical view (a-c) of Recovered class on different arbitrary orders $\gamma=0.75,0.85,0.95,1$ for initial data and time duration for TB model by taking the value of $\eta=0.0143,0.143,1.143$.


Figure 12. Graphical view (a-c) of Susceptible class on different arbitrary orders $\gamma=0.75,0.85,0.95,1$ for initial data and time duration for TB model by taking the value of $\beta=0.75,0.075,1.75$.


Figure 13. Graphical view (a-c) of Latent class on different arbitrary orders $\gamma=0.75,0.85,0.95,1$ for initial data and time duration for TB model by taking the value of $\beta=0.75,0.075,1.75$.


Figure 14. Graphical view (a-c) of Undetected infected class on different arbitrary orders $\gamma=0.75$, $0.85,0.95,1$ for initial data and time duration for TB model by taking the value of $\beta=0.75,0.075,1.75$.


Figure 15. Graphical view (a-c) of the Detected infected class on different arbitrary orders $\gamma=0.75$, $0.85,0.95,1$ for initial data and time duration for TB model by taking the value of $\beta=0.75,0.075,1.75$.


Figure 16. Graphical view ( $\mathbf{a}-\mathbf{c}$ ) of Recovered class on different arbitrary orders $\gamma=0.75,0.85,0.95,1$ for initial data and time duration for TB model by taking the value of $\beta=0.75,0.075,1.75$.


Figure 17. Cont.


Figure 17. Graphical view (a-f) of first three classes on different arbitrary orders $\gamma=0.75,0.85,0.95,1$ for initial data and time duration for TB model by taking the value of $\alpha=0.005,0.05,0.5$.


Figure 18. Graphical view (a-d) of last two classes on different arbitrary orders $\gamma=0.75,0.85,0.95,1$ for initial data and time duration for TB model by taking the value of $\alpha=0.005,0.5$.

## 6. Conclusions

In this manuscript, we have successfully examined the fractional model for tuberculosis (TB) with five compartments in the sense of the fractional operator of power singular kernel law called the Caputo derivative. The dynamics have been generalized with the extra degree of choices and tested on four different fractional orders along with a comparison with an integer order derivative. By increasing the order of the derivative, the curves converge to their natural order. On small fractional orders, both the detected and undetected infectious cases converge quickly, and vice versa. The considered TB dynamical model was also checked for a unique solution and the existence of the said solution by the application of fixed point theory. The solution of the proposed model is obtained in series form by applying the decomposition technique of the Laplace transformation. In the said technique, the non-linear terms are treated by the Adomian polynomial. In the numerical simulation section, the convergence and stability of the proposed model are verified. All the curves
are stable and convergent to their equilibrium points and also to the natural order. Such type of analysis provides the extra information lying between two different integers in the form of a continuous spectrum along with awareness of the TB infection. The whole density of each compartment is achieved by the generalization of the derivative. operator and make the non-differentiable functions into derivable ones. Such an analysis provides the whole spectrum of each quantity in a continuous form, which is very helpful for the inside dynamics lying between 0 and 1 .
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