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Abstract: This paper studies the asymptotic stability of fractional-order neural networks (FONNs)
with time delay utilizing a sampled-data controller. Firstly, a novel class of Lyapunov–Krasovskii
functions (LKFs) is established, in which time delay and fractional-order information are fully taken
into account. Secondly, by combining with the fractional-order Leibniz–Newton formula, LKFs,
and other analysis techniques, some less conservative stability criteria that depend on time delay
and fractional-order information are given in terms of linear matrix inequalities (LMIs). In the
meantime, the sampled-data controller gain is developed under a larger sampling interval. Last,
the proposed criteria are shown to be valid and less conservative than the existing ones using three
numerical examples.

Keywords: fractional-order Leibniz–Newton formula; fractional-order neural networks;
Lyapunov–Krasovskii functions; asymptotic stability

1. Introduction

The concept of fractional calculus was put forward almost simultaneously with the
concept of integral calculus more than 300 years ago. Nevertheless, the development
of fractional calculus has been somewhat slow, and it has long been studied as a purely
mathematical theory due to its weak singularity and lack of precise geometric explanation
and application background. Fractional calculus did not start to become a worldwide hot
topic in the area of engineering applications until Mandelbrot published his work on fractal
theory in 1983 [1]. With its development, it has been pointed out by experts and scholars in
many fields that fractional calculus is an effective mathematical instrument for depicting
real materials in terms of genetics and memory [2,3]. It is widely used in a number of
distinct fields, for instance, biology, control systems, medical care, electromagnetic waves,
information science, economic systems [4–7], and so on.

Artificial neural networks are a kind of network system that is constructed by imitating
the microstructure of a human brain model and the research results of intelligent behavior.
For the past few years, in the study of neural networks, fractional calculus has been
introduced, and the FONNs model has been formed. The FONNs have two benefits over
classical neural networks [8–10]. To begin with, their limitless memory makes them better at
characterizing complicated systems and neurons, and they can also describe system models
with greater accuracy. Secondly, the selection of system parameters can be made more
flexible since fractional-order systems have more degrees of freedom [11]. An essential
characteristic is that the fractional-order derivative depends on an infinite number of terms,
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whereas the integer-order derivative only represents a finite series. Because of this, the
integer-order derivative is a local operator, whereas the fractional-order derivative has
the memory of all previous occurrences. Therefore, the dynamic analysis of FONNs has
attracted great interest among scholars, and a wealth of results have emerged. For example,
the synchronization problem of fractional-order complex-valued neural networks with
delay was discussed by employing the linear feedback control and comparison theorem
of fractional-order linear delay systems [12]. A crucial finding of Caputo’s fractional-
order derivative of a quadratic function was used to study the issue of robust finite-time
guaranteed cost control for FONNs, which is based on finite-time stability theory [13]. With
the use of fractional calculus and the fractional-order Razumikhin theorem, the passivity of
uncertain FONNs with time-varying delay was investigated [14].

Effective control methods are very important from the viewpoint of the control strat-
egy for the analysis of FONNs with complex nonlinear dynamical characteristics, such as
sliding mode control [15–17], impulsive control [17–19], state feedback control [20,21], and
sampled-data control [22–25]. It is important to note that sampled-data control, when com-
pared with other control strategies, can successfully reduce control costs and significantly
increase the controller’s usability and utilization. It is common knowledge that a longer
sample interval has benefits such as fewer controller drivers, less signal transmission, and
less communication channel utilization. An important problem in the study of FONNs
stability with the sampled-data controller is how to obtain a longer sampling period. Refer-
encing [26], fractional-order Razumikhin theorem and LMI were used to provide stability
conditions for input delay dependence and order dependence. A sampled-data controller
was proposed in accordance with the stability requirement. The findings from the studies
mentioned above are still conservative; therefore, much work needs to be carried out
in this area. So, the question of how to obtain the FONNs stability conditions with low
conservatism is crucial. On the other hand, the time delay’s presence [27–29] makes the
analysis and synthesis of the system more complicated and difficult and also leads to the de-
terioration of system performance and even instability. Hence, it has significant theoretical
implications for studying the stability of FONNs with time delay via sampled-data control.

Inspired by the aforementioned comments, this paper focuses on the controller design
issue of FONNs with time delay using a new method. The findings of this study can
serve as a foundation and source of encouragement for the development of FONNs with
time-delay theory. The innovations in this paper are as follows:

• A novel class of LKFs is established, in which time delay and fractional-order infor-
mation are taken into account so as to reduce the conservatism of the stability criteria.

• A new method is proposed to present the relations among the terms of the fractional-
order Leibniz–Newton formula for FONNs with time delay by free-weighting ma-

trices. Because − v
Γ(δ)

∫ t
t−v(t− u)δ−1

(
C
t0

Dδ
uξ(u)

)T
W
(

C
t0

Dδ
uξ(u)

)
du is very difficult

to deal with, more functionals need to be constructed, which may also be con-
servative and computationally complex. Based on this method, the estimation of

− v
Γ(δ)

∫ t
t−v(t− u)δ−1 ×

(
C
t0

Dδ
uξ(u)

)T
W
(

C
t0

Dδ
uξ(u)

)
du can be avoided.

• Compared with the existing results, a less conservative stability for FONNs is estab-
lished, which achieves a longer sampling period. Moreover this method is applied to
the stability analysis of fractional-order linear time-delay systems.

• Based on the stability criteria obtained, the sampled-data controller of the FONNs is de-
signed. The results are in terms of LMIs, which make computation and application easier.

The structure of this paper is as follows: In Section 2, the definitions, assumptions, and
lemmas required for the FONNs with time delay to be stable are provided. The asymptotic
stability conditions of FONNs with time delay are put forth, and a sampled-data controller
is designed in Section 3. Two numerical examples validate the rationality of the theoretical
method in Section 4. Section 5 summarizes the work of this paper.



Fractal Fract. 2023, 7, 876 3 of 21

2. Preliminaries

Definition 1 ([5]). The δ ∈ (0, 1) -order Caputo fractional-order derivative for function ŷ(v) is

C
t0
Dδ

vŷ(v) = 1
Γ(m−δ)

∫ v
t0

ŷ(m)(γ)

(v−γ)δ−m+1 dγ,

where m = [δ] + 1, Γ(·) is the Gamma function, ŷ(v) ∈ Cm([t0, ∞),<n).

Definition 2 ([5]). For an integrable function ŷ(v) : [t0, ∞)→ <n , the fractional-order integral
of order δ ∈ <+ is given below.

t0 Iδ
v ŷ(v) = 1

Γ(δ)

∫ v
t0
(v− γ)δ−1ŷ(γ)dγ.

Lemma 1 ([5,30]). Some properties of the fractional-order integral and derivative:

1. For any t0 ∈ [0, ∞), ŷ(v) ∈ C1([0, ∞),<) and δ ∈ (0, 1), Ct0
Dδ

v
(

t0 Iδ
v ŷ (v)) =ŷ(v).

2. For any t0 ∈ [0, ∞), ŷ(v) ∈ C1([0, ∞),<) and δ ∈ (0, 1), t0 Iδ
v (
C
t0
Dδ

vŷ(v)
)
= ŷ(v)− ŷ(t0).

3. C
t0
Dδ

v

(
ŷT(v)

>
Yŷ(v)

)
≤ 2ŷT(v)

>
Y
(
C
t0
Dδ

vŷ(v)
)

, for any ŷ(v) ∈ <n, where δ ∈ (0, 1),
>
Y is

symmetric positive definite matrix.

Lemma 2 ([31]). If the symmetric matrix
_
Q > 0, for any ŷ(v) ∈ C1([t0, v],<n), the following

inequality is true:

t0 Iδ
v ŷT(v)

_
Qŷ(v) ≥ Γ(δ + 1)

(v− t0)
δ

(
t0 Iδ

v ŷ(v)
)T_
Q
(

t0 Iδ
v ŷ(v)

)
.

Lemma 3 ([32]). The matrix ℘ =

[
℘11 ℘12
∗ ℘22

]
< 0, if and only if equivalent (1) or (2) holds:

1. ℘11 < 0,℘22 − ℘T
12℘
−1
11 ℘12 < 0;

2. ℘22 < 0,℘11 − ℘12℘
−1
22 ℘

T
12 < 0.

Consider the following FONNs with time delay

{ C
t0

Dδ
t ξ(t) = Aξ(t) + B f (ξ(t)) + Cξ(t− σ) + u(t),

ξ(t) = ψ(t), t ∈ [−σ, 0]
(1)

where ξ(t) = (ξ1(t), · · · , ξn(t))
T ∈ <n, f (ξ(t)) = ( f1(ξ1(t)), · · · , fn(ξn(t)))

T ∈ <n, and
u(t) = (u1(t), · · · , un(t))

T stand for state, activation function, and control input; the
fractional-order δ ∈ (0, 1); σ is constant time delay; and A ∈ <n, B ∈ <n, C ∈ <n are
known constant matrices. ψ(t) denotes the initial condition.

To reduce data transfers as much as possible while maintaining the required control
in terms of performance for the stability of the model (1), we developed a sampled-data
controller. Accordingly, the sampled-data controller is depicted below:

u(t) = Kξ(t`), (2)

where K is the control gain to be designed. In this paper, the control signal is generated
via a zero-order holder (ZOH) function at the sampling moments 0 = t0 ≤ t1 ≤ · · · ≤

lim
`→+∞

t` = +∞. For any integer ` > 0, the variable sampling intervals are defined as

0 < t`+1 − t` = v` ≤ v, where v is the upper bound on the sampling periods.
Bringing (2) into (1), then using the input time-varying delay approach, we obtain
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C
t0

Dδ
t ξ(t) = Aξ(t) + B f (ξ(t) + Cξ(t− σ)) + Kξ(t−v(t)), t > 0, (3)

where v(t) = t− t`, t ∈ [t`, t`+1]. It is simple to understand v(t) ≤ v` < v.
We require the following assumption before moving on:

Assumption 1. The activation functions fi(·)(i = 1, 2, · · · , n) are continuous and fulfill

l−i < fi(ς1)− fi(ς2)
ς1−ς2

< l+i , ς1 6= ς2 ∈ <, (4)

where l−i and l+i are constants.

3. Main Results

We talk about the stability of the model (3) through the sampled-data controller (2)
in this Section. The following theorem presents the LMIs for the delay-dependent and
order-dependent stability criterion for the model (3).

Theorem 1. For the given parameters v ≥ 0, σ ≥ 0, and matrix K, the model (3) is asymptotically
stable, if there exist symmetric matrices P > 0, Q > 0, M > 0, E > 0, diagonal matrix W1 > 0,
symmetric matrices W ≥ 0, H ≥ 0, Ξii ≥ 0, =ii ≥ 0(i = 1, 2, 3), any matrices Si, Ni(i = 1, 2, 3),
Ξij, and =ij(1 ≤ i < j ≤ 3) such that the following LMIs hold:

Y1 =



=11 =12 =13
∗ =22 =23
∗ ∗ =33


 ≥ 0, (5)

Y2 =




=11 =12 =13 N1
∗ =22 =23 N2
∗ ∗ =33 N3
∗ ∗ ∗ W


 ≥ 0, (6)

Y3 =




Ξ11 Ξ12 Ξ13 S1
∗ Ξ22 Ξ23 S2
∗ ∗ Ξ33 S3
∗ ∗ ∗ H


 ≥ 0, (7)

Y4 =




ℵ1,1 ℵ1,2 ℵ1,3 ℵ1,4 ℵ1,5 ℵ1,6
∗ ℵ2,2 ℵ2,3 ℵ2,4 0 ℵ2,6
∗ ∗ ℵ3,3 0 ℵ3,5 ℵ3,6
∗ ∗ ∗ ℵ4,4 0 0
∗ ∗ ∗ ∗ ℵ5,5 0
∗ ∗ ∗ ∗ ∗ ℵ6,6



< 0, (8)

where

ℵ1,1= PA + AT P + Q +
vδ+1

Γ(δ + 1)
ATWA +

vδ+1

Γ(δ + 1)
AT MA +

σδ+1

Γ(δ + 1)
AT HA

+
σδ+1

Γ(δ + 1)
ATEA + vN1 + vNT

1 + σS1 + σST
1 +

vδ+1

Γ(δ + 1)
=11 +

σδ+1

Γ(δ + 1)
Ξ11

+LTW1L,
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ℵ1,2= PK +
vδ+1

Γ(δ + 1)
ATWK +

vδ+1

Γ(δ + 1)
AT MK +

σδ+1

Γ(δ + 1)
AT HK +

σδ+1

Γ(δ + 1)
ATEK

−vN1 + vNT
2 +

vδ+1

Γ(δ + 1)
=12,

ℵ1,3= PC +
vδ+1

Γ(δ + 1)
ATWC +

vδ+1

Γ(δ + 1)
AT MC +

σδ+1

Γ(δ + 1)
AT HC +

σδ+1

Γ(δ + 1)
ATEC

−σS1 + σST
2 +

σδ+1

Γ(δ + 1)
Ξ12,

ℵ1,4= vN1 + vNT
3 +

vδ+1

Γ(δ + 1)
=13,ℵ1,5 = σS1 + σST

3 +
σδ+1

Γ(δ + 1)
Ξ13,

ℵ1,6= PB +
vδ+1

Γ(δ + 1)
ATWB +

vδ+1

Γ(δ + 1)
AT MB +

σδ+1

Γ(δ + 1)
AT HB +

σδ+1

Γ(δ + 1)
ATEB,

ℵ2,2=
vδ+1

Γ(δ + 1)
KTWK +

vδ+1

Γ(δ + 1)
KT MK +

σδ+1

Γ(δ + 1)
KT HK +

σδ+1

Γ(δ + 1)
KTEK

−vN2 −vNT
2 +

vδ+1

Γ(δ + 1)
=22,

ℵ2,3=
vδ+1

Γ(δ + 1)
KTWC +

vδ+1

Γ(δ + 1)
KT MC +

σδ+1

Γ(δ + 1)
KT HC +

σδ+1

Γ(δ + 1)
KTEC,

ℵ2,4= vN2 −vNT
3 +

vδ+1

Γ(δ + 1)
=23,

ℵ2,6=
vδ+1

Γ(δ + 1)
KTWB +

vδ+1

Γ(δ + 1)
KT MB +

σδ+1

Γ(δ + 1)
KT HB +

σδ+1

Γ(δ + 1)
KTEB,

ℵ3,3= −Q +
vδ+1

Γ(δ + 1)
CTWC +

vδ+1

Γ(δ + 1)
CT MC +

σδ+1

Γ(δ + 1)
CT HC +

σδ+1

Γ(δ + 1)
CTEC

−σS2 − σST
2 +

σδ+1

Γ(δ + 1)
Ξ22,

ℵ3,5= σS2 − σST
3 +

σδ+1

Γ(δ + 1)
Ξ23,

ℵ3,6=
vδ+1

Γ(δ + 1)
CTWB +

vδ+1

Γ(δ + 1)
CT MB +

σδ+1

Γ(δ + 1)
CT HB +

σδ+1

Γ(δ + 1)
CTEB,

ℵ4,4= −
Γ(δ + 1)

vδ−1 M + vN3 + vNT
3 +

vδ+1

Γ(δ + 1)
=33,

ℵ5,5= −
Γ(δ + 1)

σδ−1 E + σS3 + σST
3 +

σδ+1

Γ(δ + 1)
Ξ33,

ℵ6,6=
vδ+1

Γ(δ + 1)
BTWB +

vδ+1

Γ(δ + 1)
BT MB +

σδ+1

Γ(δ + 1)
BT HB +

σδ+1

Γ(δ + 1)
BTEB−W1.

Proof. For ease of use, we denote as

y(u)=
1

Γ(1− δ)

∫ t−v(t)

t0

(u− s)−δ
.
ξ(s)ds, p(u) =

1
Γ(1− δ)

∫ t−σ

t0

(u− s)−δ
.
ξ(s)ds. (9)

Then, select the LKFs listed below:

V1(ξ(t)) = C
t0

D−(1−δ)
t

(
ξT(t)Pξ(t)

)
, (10)

V2(ξ(t)) =
∫ t

t−σ ξT(s)Qξ(s)ds, (11)
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V3(ξ(t)) = v
Γ(δ)

∫ 0
−v (−ϑ)δ−1 ∫ t

t+ϑ

(
C
t0

Dδ
s ξ(s)

)T
W
(

C
t0

Dδ
s ξ(s)

)
dsdϑ, (12)

V4(ξ(t)) = σ
Γ(δ)

∫ 0
−σ (−ϑ)δ−1 ∫ t

t+ϑ

(
C
t0

Dδ
s ξ(s)

)T
H
(

C
t0

Dδ
s ξ(s)

)
dsdϑ, (13)

V5(ξ(t)) = v
Γ(δ)

∫ 0
−v(−ϑ)δ−1 ∫ t

t+ϑ yT(s)My(s)dsdϑ, (14)

V6(ξ(t)) = σ
Γ(δ)

∫ 0
−σ(−ϑ)δ−1 ∫ t

t+ϑ pT(s)Ep(s)dsdϑ. (15)

The time derivative of Vi(ξ(t))(i = 1, 2, 3 · · · , 6) according to model (3) is given by

.
V1(ξ(t)) = C

t0
Dδ

t
(
ξT(t)Pξ(t)

)
, (16)

as stated by Lemma 1, one has

C
t0

Dδ
t

(
ξT(t)Pξ(t)

)
≤ 2ξT(t)PC

t0
Dδ

t (ξ(t))

= 2ξT(t)P(Aξ(t) + B f (ξ(t)) + Cξ(t− σ) + Kξ(t−v(t))),
(17)

and
.

V2(ξ(t)),
.

V3(ξ(t)) can be computed as

.
V2(ξ(t)) = ξT(t)Qξ(t)− ξT(t− σ)Qξ(t− σ), (18)

.
V3(ξ(t))=

v

Γ(δ)

∫ 0

−v
(−ϑ)δ−1

(
C
t0

Dδ
t ξ(t)

)T
W
(

C
t0

Dδ
t ξ(t)

)
dϑ

− v

Γ(δ)

∫ 0

−v
(−ϑ)δ−1

(
C
t0

Dδ
t+ϑξ(t + ϑ)

)T
W
(

C
t0

Dδ
t+ϑξ(t + ϑ)

)
dϑ

=
vδ+1

Γ(δ + 1)

(
C
t0

Dδ
t ξ(t)

)T
W
(

C
t0

Dδ
t ξ(t)

)

− v

Γ(δ)

∫ t

t−v
(t− u)δ−1

(
C
t0

Dδ
uξ(u)

)T
W
(

C
t0

Dδ
uξ(u)

)
du,

(19)

according to model (3), we can obtain v(t) < v, so one has

.
V3(ξ(t))≤

vδ+1

Γ(δ + 1)

(
C
t0

Dδ
t ξ(t)

)T
W
(

C
t0

Dδ
t ξ(t)

)

− v

Γ(δ)

∫ t

t−v(t)
(t− u)δ−1

(
C
t0

Dδ
uξ(u)

)T
W
(

C
t0

Dδ
uξ(u)

)
du

=
vδ+1

Γ(δ + 1)
(Aξ(t) + B f (ξ(t)) + Cξ(t− σ) + Kξ(t−v(t)))TW

×(Aξ(t) + B f (ξ(t)) + Cξ(t− σ) + Kξ(t−v(t)))

− v

Γ(δ)

∫ t

t−v(t)
(t− u)δ−1

(
C
t−v(t)D

δ
uξ(u) + y(u)

)T
W
(

C
t−v(t)D

δ
uξ(u) + y(u)

)
du,

(20)
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we can obtain the derivative of V4(ξ(t)) as

.
V4(ξ(t))=

σ

Γ(δ)

∫ 0

−σ
(−ϑ)δ−1

(
C
t0

Dδ
t ξ(t)

)T
H
(

C
t0

Dδ
t ξ(t)

)
dϑ

− σ

Γ(δ)

∫ 0

−σ
(−ϑ)δ−1

(
C
t0

Dδ
t+ϑξ(t + ϑ)

)T
H
(

C
t0

Dδ
t+ϑξ(t + ϑ)

)
dϑ

=
σδ+1

Γ(δ + 1)

(
C
t0

Dδ
t ξ(t)

)T
H
(

C
t0

Dδ
t ξ(t)

)

− σ

Γ(δ)

∫ t

t−σ
(t− u)δ−1

(
C
t0

Dδ
uξ(u)

)T
H
(

C
t0

Dδ
uξ(u)

)
du

=
σδ+1

Γ(δ + 1)
(Aξ(t) + B f (ξ(t)) + Cξ(t− σ) + Kξ(t−v(t)))T H

×(Aξ(t) + B f (ξ(t)) + Cξ(t− σ) + Kξ(t−v(t)))

− σ

Γ(δ)

∫ t

t−σ
(t− u)δ−1

(
C
t−σDδ

uξ(u) + p(u)
)T

H
(

C
t−σDδ

uξ(u) + p(u)
)

du,

(21)

on the basis of Lemma 1, the
.

V3(ξ(t)),
.

V4(ξ(t)) are equal to

.
V3(ξ(t))=

vδ+1

Γ(δ + 1)
(Aξ(t) + B f (ξ(t)) + Cξ(t− σ) + Kξ(t−v(t)))TW

×(Aξ(t) + B f (ξ(t)) + Cξ(t− σ) + Kξ(t−v(t)))

− v

Γ(δ)

∫ t

t−v(t)
(t− u)δ−1

(
C
t−v(t)D

δ
u

(
ξ(u) + t−v(t) Iδ

uy(u)
))T

W

×
(

C
t−v(t)D

δ
u

(
ξ(u) + t−v(t) Iδ

uy(u)
))

du,

(22)

.
V4(ξ(t))=

σδ+1

Γ(δ + 1)
(Aξ(t) + B f (ξ(t)) + Cξ(t− σ) + Kξ(t−v(t)))T H

×(Aξ(t) + B f (ξ(t)) + Cξ(t− σ) + Kξ(t−v(t)))

− σ

Γ(δ)

∫ t

t−σ
(t− u)δ−1

(
C
t−σDδ

u

(
ξ(u) + t−σ Iδ

u p(u)
))T

H

×
(

C
t−σDδ

u

(
ξ(u) + t−σ Iδ

u p(u)
))

du,

(23)

furthermore, one can obtain

.
V5(ξ(t))=

v

Γ(δ)

∫ 0

−v
(−ϑ)δ−1yT(t)My(t)dϑ− v

Γ(δ)

∫ 0

−v
(−ϑ)δ−1yT(t + ϑ)My(t + ϑ)dϑ

=
vδ+1

Γ(δ + 1)
yT(t)My(t)− v

Γ(δ)

∫ t

t−v
(t− u)δ−1yT(u)My(u)du

=
vδ+1

Γ(δ + 1)
yT(t)My(t)−vt−v Iδ

t

(
yT(t)My(t)

)

=
vδ+1

Γ(δ + 1)

(
1

Γ(1− δ)

∫ t−v(t)

t0

(t− s)−δ
.
ξ(s)ds

)T

M

×
(

1
Γ(1− δ)

∫ t−v(t)

t0

(t− s)−δ
.
ξ(s)ds

)
−vt−v Iδ

t

(
yT(t)My(t)

)
,

(24)
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.
V6(ξ(t))=

σ

Γ(δ)

∫ 0

−σ
(−ϑ)δ−1 pT(t)Ep(t)dϑ− σ

Γ(δ)

∫ 0

−σ
(−ϑ)δ−1 pT(t + ϑ)Ep(t + ϑ)dϑ

=
σδ+1

Γ(δ + 1)
pT(t)Ep(t)− σ

Γ(δ)

∫ t

t−σ
(t− u)δ−1 pT(u)Ep(u)du

=
σδ+1

Γ(δ + 1)
pT(t)Ep(t)− σt−σ Iδ

t pT(t)Ep(t)

=
σδ+1

Γ(δ + 1)

(
1

Γ(1− δ)

∫ t−σ

t0

(t− s)−δ
.
ξ(s)ds

)T
E
(

1
Γ(1− δ)

∫ t−σ

t0

(t− s)−δ
.
ξ(s)ds

)

−σt−σ Iδ
t

(
pT(t)Ep(t)

)
,

(25)

because t−v(t) < t, t− σ < t, v(t) < v, the
.

V5(ξ(t)),
.

V6(ξ(t)) can be scaled to

.
V5(ξ(t))≤

vδ+1

Γ(δ + 1)

(
1

Γ(1− δ)

∫ t

t0

(t− s)−δ
.
ξ(s)ds

)T
M
(

1
Γ(1− δ)

∫ t

t0

(t− s)−δ
.
ξ(s)ds

)

−vt−v(t) Iδ
t

(
yT(t)My(t)

)

=
vδ+1

Γ(δ + 1)
(Aξ(t) + B f (ξ(t)) + Cξ(t− σ) + Kξ(t−v(t)))T M

×(Aξ(t) + B f (ξ(t)) + Cξ(t− σ) + Kξ(t−v(t)))−vt−v(t) Iδ
t

(
yT(t)My(t)

)
, (26)

.
V6(ξ(t))≤

σδ+1

Γ(δ + 1)

(
1

Γ(1− δ)

∫ t

t0

(t− s)−δ
.
ξ(s)ds

)T
E
(

1
Γ(1− δ)

∫ t

t0

(t− s)−δ
.
ξ(s)ds

)

−σt−σ Iδ
t

(
pT(t)Ep(t)

)

=
vδ+1

Γ(δ + 1)
(Aξ(t) + B f (ξ(t)) + Cξ(t− σ) + Kξ(t−v(t)))TE

×(Aξ(t) + B f (ξ(t)) + Cξ(t− σ) + Kξ(t−v(t)))− σt−σ Iδ
t

(
pT(t)Ep(t)

)
.

(27)

In accordance with Lemma 2

−vt−v(t) Iδ
t
(
yT(t)My(t)

)
≤ −vΓ(δ+1)

v(t)δ

(
t−v(t) Iδ

t y(t)
)T

M
(

t−v(t) Iδ
t y(t)

)
, (28)

−σt−σ Iδ
t
(

pT(t)Ep(t)
)
≤ − Γ(δ+1)

σδ−1

(
t−σ Iδ

t p(t)
)TE

(
t−σ Iδ

t p(t)
)
. (29)

In order to allow LMIs to be solved, based on v(t) < v, we can obtain

−vt−v(t) Iδ
t
(
yT(t)My(t)

)
≤ − Γ(δ+1)

vδ−1

(
t−v(t) Iδ

t y(t)
)T

M
(

t−v(t) Iδ
t y(t)

)
. (30)

From Assumption 1, for any diagonal matrix W1 > 0, the following can be deduced:

ξT(t)LW1Lξ(t)− f T(ξ(t))W1 f (ξ(t)) ≥ 0, (31)

where L = diag(l1, l2, · · · , ln).
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Using the fractional-order Leibniz–Newton formula, it is clear that, for any matrices
Ni, Si(1, 2, 3), the equations below are correct:

2
[
ξT(t)N1 + ξT(t−v(t))N2 + t−v(t) Iδ

t yT(t)N3

]
×

[
vξ(t) + vt−v(t) Iδ

t y(t)−vξ(t−v(t))

− v

Γ(δ)

∫ t

t−v(t)
(t− s)δ−1

(
C
t−v(t)D

δ
u(ξ(u)+ t−v(t) Iδ

uy(u)
)

du] = 0,

(32)

2
[
ξT(t)S1 + ξT(t− σ)S2 + t−σ Iδ

t pT(t)S3

]
×

[
σξ(t) + σt−σ Iδ

t p(t)− σξ(t− σ)

− σ

Γ(δ)

∫ t

t−σ
(t− s)δ−1

(
C
t−σDδ

u(ξ(u)+ t−σ Iδ
u p(u)

)
du] = 0.

(33)

On the contrary, for any matrices =ii = =T
ii ≥ 0, Ξii = ΞT

ii ≥ 0(i = 1, 2), Y1 ≥ 0, and
=ij, Ξij(1 ≤ i < j ≤ 3), the equations below hold:




ξ(t)
ξ(t−v(t))
t−v(t) Iδ

t y(t)




T


Ω11 Ω12 Ω13
∗ Ω22 Ω23
∗ ∗ Ω33






ξ(t)
ξ(t−v(t))
t−v(t) Iδ

t y(t)


 ≥ 0, (34)




ξ(t)
ξ(t− σ)

t−σ Iδ
t p(t)




T


∆11 ∆12 ∆13
∗ ∆22 ∆23
∗ ∗ ∆33






ξ(t)
ξ(t− σ)

t−σ Iδ
t p(t)


 = 0, (35)

where Ωij =
vδ+1

Γ(δ+1)=ij − vv(t)δ

Γ(δ+1)=ij, ∆ij =
σδ+1

Γ(δ+1)

(
Ξij − Ξij

)
, (1 ≤ i ≤ j ≤ 3).

Comprehensively taking (17)–(35), one has

.
V(ξ(t))= ζT

1 (t)Y4ζ1(t)−
v

Γ(δ)

∫ t

t−v(t)
(t− u)δ−1ζT

2 (t, u)Y2ζ2(t, u)du

− σ

Γ(δ)

∫ t

t−σ
(t− u)δ−1ζT

3 (t, u)Y3ζ3(t, u)du,
(36)

where

ζ1(t)=
[
ξT(t), ξT(t−v(t)), ξT(t− σ), t−v(t) Iδ

t yT(t), t−σ Iδ
t pT(t), f T(ξ(t))

]T
,

ζ2(t, u)=
[

ξT(t), ξT(t−v(t)), t−v(t) Iδ
t yT(t),

(
C
t−v(t)D

δ
u

(
ξ(u) + t−v(t) Iδ

uy(u)
))T

]T
,

ζ3(t, u)=
[

ξT(t), ξT(t− σ), t−σ Iδ
t pT(t),

(
C
t−σDδ

u

(
ξ(u) + t−σ Iδ

u p(u)
))T

]T
,

and Y1, Y2, Y3, and Y4 are defined in (5)–(8). If (5)–(8) hold, then
.

V(ξ(t)) < 0 for any
ζ1(t) 6= 0. Therefore, the model (3) is asymptotically stable. �

There are nonlinear terms PK in condition (8) when the gain matrix K is unknown.
However, the subsequent Theorem 2 enables it to be changed into LMIs.
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Theorem 2. For the given parameter v ≥ 0, σ ≥ 0, the model (3) is asymptotically stable if there
exist symmetric matrices P > 0, Q > 0, M > 0, E > 0, diagonal matrix W1 > 0, symmetric
matrices W ≥ 0, H ≥ 0, Ξii ≥ 0, =ii ≥ 0(i = 1, 2, 3), any matrices Y, Si, Ni(i = 1, 2, 3), Ξij,
and =ij(1 ≤ i < j ≤ 3) such that the following LMIs hold:

Ŷ1 =



=11 =12 =13
∗ =22 =23
∗ ∗ =33


 ≥ 0, (37)

Ŷ2 =




=11 =12 =13 N1
∗ =22 =23 N2
∗ ∗ =33 N3
∗ ∗ ∗ W


 ≥ 0, (38)

Ŷ3 =




Ξ11 Ξ12 Ξ13 S1
∗ Ξ22 Ξ23 S2
∗ ∗ Ξ33 S3
∗ ∗ ∗ H


 ≥ 0, (39)

Ŷ4 =




ℵ̃1,1 ℵ̃1,2 ℵ̃1,3 ℵ̃1,4 ℵ̃1,5 ℵ̃1,6 ℵ̃1,7 ℵ̃1,8 ℵ̃1,9 ℵ̃1,10

∗ ℵ̃2,2 0 ℵ̃2,4 0 0 ℵ̃2,7 ℵ̃2,8 ℵ̃2,9 ℵ̃2,10

∗ ∗ ℵ̃3,3 0 ℵ̃3,5 0 ℵ̃3,7 ℵ̃3,8 ℵ̃3,9 ℵ̃3,10

∗ ∗ ∗ ℵ̃4,4 0 0 0 0 0 0
∗ ∗ ∗ ∗ ℵ̃5,5 0 0 0 0 0
∗ ∗ ∗ ∗ ∗ ℵ̃6,6 ℵ̃6,7 ℵ̃6,8 ℵ̃6,9 ℵ̃6,10

∗ ∗ ∗ ∗ ∗ ∗ ℵ̃7,7 0 0 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ℵ̃8,8 0 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ℵ̃9,9 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ℵ̃10,10




< 0, (40)

where

ℵ̃1,1= PA + AT P + Q + vN1 + vNT
1 + σS1 + σST

1 +
vδ+1

Γ(δ + 1)
=11 +

σδ+1

Γ(δ + 1)
Ξ11 + LTW1L,

ℵ̃1,2= Y−vN1 + vNT
2 +

vδ+1

Γ(δ + 1)
=12, ℵ̃1,3 = PC− σS1 + σST

2 +
σδ+1

Γ(δ + 1)
Ξ12,

ℵ̃1,4= vN1 + vNT
3 +

vδ+1

Γ(δ + 1)
=13, ℵ̃15 = σS1 + σST

3 +
σδ+1

Γ(δ + 1)
Ξ13, ℵ̃1,6 = PB, ℵ̃1,7 = PAT ,

ℵ̃1,8= PAT , ℵ̃1,9 = PAT , ℵ̃1,10 = PAT , ℵ̃2,2 = −vN2 −vNT
2 +

vδ+1

Γ(δ + 1)
=22,

ℵ̃2,4= vN2 −vNT
3 +

vδ+1

Γ(δ + 1)
=23, ℵ̃2,7 = YT , ℵ̃2,8 = YT , ℵ̃2,9 = YT , ℵ̃2,10 = YT ,

ℵ̃3,3= −Q− σS2 − σST
2 +

σδ+1

Γ(δ + 1)
Ξ22, ℵ̃3,5 = σS2 − σST

3 +
σδ+1

Γ(δ + 1)
Ξ23, ℵ̃3,7 = PCT ,

ℵ̃3,8= PCT , ℵ̃3,9 = PCT , ℵ̃3,10 = PCT , ℵ̃4,4 = −Γ(δ + 1)
vδ−1 M + vN3 + vNT

3 +
vδ+1

Γ(δ + 1)
=33,

ℵ̃5,5= −
Γ(δ + 1)

σδ−1 E + σS3 + σST
3 +

σδ+1

Γ(δ + 1)
Ξ33, ℵ̃6,6 = −W1, ℵ̃6,7 = PBT , ℵ̃6,8 = PBT ,
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ℵ̃6,9= PBT , ℵ̃6,10 = PBT , ℵ̃7,7 =
Γ(δ + 1)

vδ+1 (W − 2P), ℵ̃8,8 =
Γ(δ + 1)

vδ+1 (M− 2P),

ℵ̃9,9=
Γ(δ + 1)

σδ+1 (H − 2P), ℵ̃10,10 =
Γ(δ + 1)

σδ+1 (E− 2P),

in addition, the expected gain matrix is provided by K = P−1Y.

Proof. By employing Lemma 3, it is possible to rewrite the condition (8) as

Ỹ4 =




ℵ̃1,1 ℵ̂1,2 ℵ̃1,3 ℵ̃1,4 ℵ̃1,5 ℵ̃1,6 ℵ̂1,7 ℵ̂1,8 ℵ̂1,9 ℵ̂1,10

∗ ℵ̃2,2 0 ℵ̃2,4 0 0 ℵ̂2,7 ℵ̂2,8 ℵ̂2,9 ℵ̂2,10

∗ ∗ ℵ̃3,3 0 ℵ̃3,5 0 ℵ̂3,7 ℵ̂3,8 ℵ̂3,9 ℵ̂3,10

∗ ∗ ∗ ℵ̃4,4 0 0 0 0 0 0
∗ ∗ ∗ ∗ ℵ̃5,5 0 0 0 0 0
∗ ∗ ∗ ∗ ∗ ℵ̃6,6 ℵ̂6,7 ℵ̂6,8 ℵ̂6,9 ℵ̂6,10
∗ ∗ ∗ ∗ ∗ ∗ ℵ̂7,7 0 0 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ℵ̂8,8 0 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ℵ̂9,9 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ℵ̂10,10




< 0, (41)

where ℵ̂1,2 = PK − vN1 + vNT
2 + vδ+1

Γ(δ+1)=12, ℵ̂1,7 = AT , ℵ̂2,7 = KT , ℵ̂3,7 = CT ,

ℵ̂6,7 = BT , ℵ̂1,8 = AT , ℵ̂2,8 = KT , ℵ̂3,8 = CT , ℵ̂6,8 = BT , ℵ̂1,9 = AT , ℵ̂2,9 = KT ,
ℵ̂3,9 = CT , ℵ̂6,9 = BT , ℵ̂1,10 = AT , ℵ̂2,10 = KT , ℵ̂3,10 = CT , ℵ̂6,10 = BT , ℵ̂7,7 = − Γ(δ+1)

vδ+1 W−1,

ℵ̂8,8 = − Γ(δ+1)
vδ+1 M−1, ℵ̂9,9 = − Γ(δ+1)

σδ+1 H−1, ℵ̂10,10 = − Γ(δ+1)
σδ+1 E−1.

Multiplying both sides of the left expression for the inequality of (41) with the matrix
diag

(
I, · · ·︸︷︷︸

4

, I, P, P, P, P
)

and letting Y = PK, one can conclude that condition (40) holds. �

For comparison, the result without ξ(t− σ) is provided. It is possible to rewrite the
model (3) as

C
t0

Dδ
t ξ(t) = Aξ(t) + B f (ξ(t)) + Kξ(t−v(t)). (42)

Next, we talk about the stability of the model (42) via the sampled-data controller (2).
The following corollary gives the LMIs of the delay-dependent stability criterion and the
order-dependent stability criterion for the model (42).

Corollary 1. For the given parameter v ≥ 0 and matrix K, the model (42) is asymptotically stable
if there exist symmetric matrices P > 0, M > 0, diagonal matrix W1 > 0, symmetric matrices
W ≥ 0, =ii ≥ 0(i = 1, 2, 3), any matrices Ni(i = 1, 2, 3), and =ij(1 ≤ i < j ≤ 3) such that the
following LMIs hold:

π1 =



=11 =12 =13
∗ =22 =23
∗ ∗ =33


 ≥ 0, (43)

π2 =




=11 =12 =13 N1
∗ =22 =23 N2
∗ ∗ =33 N3
∗ ∗ ∗ W


 ≥ 0, (44)

π3 =




Ω11 Ω12 Ω13 Ω14
∗ Ω22 Ω23 Ω24
∗ ∗ Ω33 0
∗ ∗ ∗ Ω44


 < 0, (45)
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where

Ω11= PA + AT P +
vδ+1

Γ(δ + 1)
ATWA +

vδ+1

Γ(δ + 1)
AT MA + LTW1L + vN1 + vNT

1

+
vδ+1

Γ(δ + 1)
=11,

Ω12= PK +
vδ+1

Γ(δ + 1)
ATWK +

vδ+1

Γ(δ + 1)
AT MK−vN1 + vNT

2 +
vδ+1

Γ(δ + 1)
=12,

Ω13= vN1 + vNT
3 +

vδ+1

Γ(δ + 1)
=13, Ω14 = PB +

vδ+1

Γ(δ + 1)
ATWB +

vδ+1

Γ(δ + 1)
AT MB,

Ω22=
vδ+1

Γ(δ + 1)
KTWK +

vδ+1

Γ(δ + 1)
KT MK−vN2 −vNT

2 +
vδ+1

Γ(δ + 1)
=22,

Ω23= vN2 −vNT
3 +

vδ+1

Γ(δ + 1)
=23, Ω24 =

vδ+1

Γ(δ + 1)
KTWB +

vδ+1

Γ(δ + 1)
KT MB,

Ω33= −
Γ(δ + 1)

vδ−1 M + vN3 + vNT
3 +

vδ+1

Γ(δ + 1)
=33,

Ω44=
vδ+1

Γ(δ + 1)
BTWB +

vδ+1

Γ(δ + 1)
BT MB−W1.

Proof. Based on the LKFs mentioned above, we only select the following LKFs:

V1(ξ(t)) = C
t0

D−(1−δ)
t

(
ξT(t)Pξ(t)

)
, (46)

V3(ξ(t)) = v
Γ(δ)

∫ 0
−v (−ϑ)δ−1 ∫ t

t+ϑ

(
C
t0

Dδ
s ξ(s)

)T
W
(

C
t0

Dδ
s ξ(s)

)
dsdϑ, (47)

V5(ξ(t)) = v
Γ(δ)

∫ 0
−v(−ϑ)δ−1 ∫ t

t+ϑ yT(s)My(s)dsdϑ, (48)

and combine with (31), (32), and (34). The proof resembles the Theorem 1. One obtains

.
V(ξ(t)) = ζ̂T

1 (t)π3ζ̂1(t)− v
Γ(δ)

∫ t
t−v(t) (t− u)δ−1ζ̂T

2 (t, u)π2ζ̂2(t, u)du, (49)

where

ζ̂1(t)=
[
ξT(t), ξT(t−v(t)), t−v(t) Iδ

t yT(t), f T(ξ(t))
]T

,

ζ̂2(t, u)=
[

ξT(t), ξT(t−v(t)), t−v(t) Iδ
t yT(t),

(
C
t−v(t)D

δ
u

(
ξ(u) + t−v(t) Iδ

uy(u)
))T

]T
,

and π1, π2, and π3 are defined in (43)–(45). If π1 ≥ 0, π2 ≥ 0, and π3 < 0, then
.

V(ξ(t)) < 0
for any ζ̂1(t) 6= 0. So, the model (42) is asymptotically stable. �

Similar to Theorem 1, Corollary 1 also has the nonlinear terms PK, and we also
transform inequality (45) into the LMIs that Corollary 2 can directly solve with theMATLAB
LMI toolbox.
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Corollary 2. For the given parameter v ≥ 0, the model (42) is asymptotically stable if there
exist symmetric matrices P > 0, M > 0, diagonal matrix W1 > 0, symmetric matrices W ≥ 0,
=ii ≥ 0(i = 1, 2, 3), any matrices Y, Ni(i = 1, 2, 3), and =ij(1 ≤ i < j ≤ 3) such that the follow-
ing LMIs hold:

π̂1 =



=11 =12 =13
∗ =22 =23
∗ ∗ =33


 ≥ 0, (50)

π̂2 =




=11 =12 =13 N1
∗ =22 =23 N2
∗ ∗ =33 N3
∗ ∗ ∗ W


 ≥ 0, (51)

π̂3 =




Ω̃11 Ω̃12 Ω̃13 Ω̃14 Ω̃15 Ω̃16
∗ Ω̃22 Ω̃23 0 Ω̃25 Ω̃26
∗ ∗ Ω̃33 0 0 0
∗ ∗ ∗ Ω̃44 Ω̃45 Ω̃46
∗ ∗ ∗ ∗ Ω̃55 0
∗ ∗ ∗ ∗ ∗ Ω̃66



< 0, (52)

where

Ω̃11= PA + AT P + LTW1L + vN1 + vNT
1 +

vδ+1

Γ(δ + 1)
=11,

Ω̃12= Y−vN1 + vNT
2 +

vδ+1

Γ(δ + 1)
=12, Ω̃13 = vN1 + vNT

3 +
vδ+1

Γ(δ + 1)
=13,

Ω̃14= PB, Ω̃15 = PAT , Ω̃16 = PAT , Ω̃22 = −vN2 −vNT
2 +

vδ+1

Γ(δ + 1)
=22,

Ω̃23= vN2 −vNT
3 +

vδ+1

Γ(δ + 1)
=23, Ω̃25 = YT , Ω̃26 = YT ,

Ω̃33= −
Γ(δ + 1)

vδ−1 M + vN3 + vNT
3 +

vδ+1

Γ(δ + 1)
=33, Ω̃44 = −W1,

Ω̃45= PBT , Ω̃46 = PBT , Ω̃55 =
Γ(δ + 1)

vδ+1 (W − 2P), Ω̃66 =
Γ(δ + 1)

vδ+1 (M− 2P).

Proof. By utilizing Lemma 3, the inequality (45) can be transformed into

=̃3 =




Ω̃11 Ω̂12 Ω̃13 Ω̂14 Ω̂15 Ω̂16
∗ Ω̃22 Ω̃23 0 Ω̂25 Ω̂26
∗ ∗ Ω̃33 0 0 0
∗ ∗ ∗ Ω̃44 Ω̂45 Ω̂46
∗ ∗ ∗ ∗ Ω̂55 0
∗ ∗ ∗ ∗ ∗ Ω̂66



< 0, (53)

where Ω̂12 = PK − vN1 + vNT
2 + vδ+1

Γ(δ+1)=12, Ω̂15 = AT , Ω̂16 = AT , Ω̂25 = KT ,

Ω̂26 = KT , Ω̂45 = BT , Ω̂46 = BT , Ω̂55 = − Γ(δ+1)
vδ+1 W−1, Ω̂66 = − Γ(δ+1)

vδ+1 M−1.
Multiplying both sides of the left expression for the inequality of (53) with the matrix

diag
(

I, · · ·︸︷︷︸
2

, I, P, P
)

and letting Y = PK, one can conclude that condition (52) holds. �
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In order to further validate the approach, the model (3) without ξ(t− σ) and u(t) = 0
(3) degenerates as follows:

{ C
t0

Dδ
t ξ(t) = Aξ(t) + Cξ(t− σ),

ξ(t) = ψ(t), t ∈ [−σ, 0].
(54)

The below corollary provides the model (54) stability criterion, which is less conserva-
tive and straightforward to verify.

Corollary 3. For the given parameter σ ≥ 0, the model (54) is asymptotically stable if there exist
symmetric matrices P > 0, Q > 0, E > 0, symmetric matrices H ≥ 0, Ξii ≥ 0(i = 1, 2, 3), any
matrices Si(i = 1, 2, 3), and Ξij(1 ≤ i < j ≤ 3) such that the following LMIs hold:

ℵ1 =




Ξ11 Ξ12 Ξ13 S1
∗ Ξ22 Ξ23 S2
∗ ∗ Ξ33 S3
∗ ∗ ∗ H


 ≥ 0, (55)

ℵ2 =



℘11 ℘12 ℘13
∗ ℘22 ℘23
∗ ∗ ℘33


 < 0, (56)

where

℘11= PA + AT P + Q +
σδ+1

Γ(δ + 1)
AT HA +

σδ+1

Γ(δ + 1)
ATEA + σS1 + σST

1 +
σδ+1

Γ(δ + 1)
Ξ11,

℘12= PC +
σδ+1

Γ(δ + 1)
AT HC +

σδ+1

Γ(δ + 1)
ATEC− σS1 + σST

2 +
σδ+1

Γ(δ + 1)
Ξ12,

℘13= σS1 + σST
3 +

σδ+1

Γ(δ + 1)
Ξ13,

℘22= −Q +
σδ+1

Γ(δ + 1)
CT HC +

σδ+1

Γ(δ + 1)
BTEC− σS2 − σST

2 +
σδ+1

Γ(δ + 1)
Ξ22,

℘23= σS2 − σST
3 +

σδ+1

Γ(δ + 1)
Ξ23,

℘33= −
Γ(δ + 1)

σδ−1 E + σS3 + σST
3 +

σδ+1

Γ(δ + 1)
Ξ33.

Proof. Only the following LKFs are chosen, depending on the previously listed LKFs:

V1(ξ(t)) = C
t0

D−(1−δ)
t

(
ξT(t)Pξ(t)

)
, (57)

V2(ξ(t)) =
∫ t

t−σ ξT(s)Qξ(s)ds, (58)

V4(ξ(t)) = σ
Γ(δ)

∫ 0
−σ (−ϑ)δ−1 ∫ t

t+ϑ

(
C
t0

Dδ
s ξ(s)

)T
H
(

C
t0

Dδ
s ξ(s)

)
dsdϑ, (59)

V6(ξ(t)) = σ
Γ(δ)

∫ 0
−σ(−ϑ)δ−1 ∫ t

t+ϑ pT(s)Ep(s)dsdϑ. (60)

And utilizing (33) and (35), similarly to Theorem 1, we have

.
V(ξ(t)) = ζ̃T

1 (t)ℵ2ζ̃1(t)− σ
Γ(δ)

∫ t
t−σ (t− u)δ−1ζ̃T

2 (t, u)ℵ1ζ̃2(t, u)du, (61)
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where

ζ̃1(t)=
[
ξT(t), ξT(t− σ), t−σ Iδ

t pT(t)
]T

,

ζ̃2(t, u)=
[

ξT(t), ξT(t− σ), t−σ Iδ
t pT(t),

(
C
t−σDδ

u

(
ξ(u) + t−σ Iδ

u p(u)
))T

]T
,

ℵ1 and ℵ2 are defined in (55) and (56). If ℵ1 ≥ 0 and ℵ2 < 0, then
.

V(ξ(t)) < 0 for any
ζ̃1(t) 6= 0. So, the model (54) is asymptotically stable. �

Remark 1. In Equations (20) and (21), the lower bound of the integral is t − v(t) and t − σ,
while the lower bound of the fractional-order derivative is t0. According to the properties of
fractional calculus, the fractional-order Leibniz–Newton formula cannot be directly applied, so the
transformation is carried out. Furthermore, the lower bound of the integral in the fractional-order
Leibniz–Newton formula provided in this paper is t− v(t) and t− v. The aim is to take into
account more state information and its derivatives with the cross-impact between the systems.

Remark 2. The y(t) and p(t) will be generated through the processing of Equations (20) and (21).
Dealing with y(t) and p(t) is very difficult. For example,

V6(t)= e−rk

∫ tk

t−τ1

eru(y1(u + τ1) + δx(tk))
TQ8(y1(u + τ1) + δx(tk))du,

V7(t)= e−rk

∫ tk

t−τ2

eru(y2(u + τ2) + δx(tk − η))TQ9(y2(u + τ2) + δx(tk − η))du,

rk= k +
k

∑
i=0

ln

(
V6(tk) + V7(tk)

V6
(
t−k
)
+ V7

(
t−k
)
)

,

are constructed in reference [33] to deal with y(t) and p(t). However, after taking the derivative of
V6(t) and V7(t), the terms x(tk) and x(tk − η) are added correspondingly, which depends on a non-
negative nondecreasing sequence rk. In this article, Equations (22) and (23) are processed and y(t),
p(t) is transformed into t−v(t) Iδ

t y(t) and t−σ Iδ
t p(t) in order to obtain t−v(t) Iδ

t y(t) and t−σ Iδ
t p(t).

V5(ξ(t)) and V6(ξ(t)) are constructed. The fact that Equations (24) and (25) also produced y(t)
and p(t) is noteworthy. But, by clever scaling, y(t) and p(t) are converted into C

t0
Dδ

t ξ(t). Finally,
from (26) and (27), it is obvious that there is no need to introduce the non-negative nondecreasing
sequence rk or the terms x(tk) and x(tk − η). This reduces the number of decision variables and the
selection of external parameters, obviously reducing computational complexity.

Remark 3. In Theorem 1, the free matrices Ni and Si(i = 1, 2, 3) are employed to analyze the rela-
tionship between terms ξ(t−v(t)), ξ(t− σ), and ξ(t) + t−v(t) Iδ

t y(t)− 1
Γ(δ)

∫ t
t−v(t)(t− u)δ−1

(C
t−v(t)D

δ
u
(
ξ
(
u
)
+ t−v(t) Iδ

uy
(
u
)))

du, ξ(t) + t−σ Iδ
t p(t) − 1

Γ(δ)

∫ t
t−σ (t− u)δ−1(C

t−σDδ
u(ξ(u)+

t−σ Iδ
u p(u)))du. By resolving the LMIs, we can determine them.

4. Numerical Examples

Three examples are provided in this section to demonstrate the viability of the pro-
posed approach. The following are the parameters:

Example 1. Consider the model (42) of the following parameters provided in [26]

A =



−5 0 0
0 −4 0
0 0 −9


, B =




2 −1.2 0
1.8 1.71 1.15
−4.75 0 1.1


,
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and activation functions fi(·) = tanh(·)(i = 1, 2, 3) with L = diag(1, 1, 1). The maximum v can
be acquired by utilizing the MATLAB LMI toolbox to solve the LMIs of Corollary 2. For different
δ, the maximum v calculated by Corollary 2 is shown in Table 1 and compared with the results
of the previous literature. It is obvious that in comparison the results obtained by the method in
this article have a greater improvement advantage. Distinctly, when δ takes 0.9, 0.92, 0.95, and
0.98, the maximum v is 0.410, 0.415, 0.423, and 0.431, which is an increase of 215.3%, 196.4%,
182%, and 153.5% compared with [26], respectively. Furthermore, taking δ = 0.98, v = 0.4315,
the corresponding controller gain can be obtained as

K =




0.1163 0.0134 0.0066
0.1627 −0.0114 0.0146
0.0484 0.0163 0.0034


.

For the purpose of obtaining simulation results, the initial value is considered as
ξ(t0) = [0.9, 0.8, 0.9]T , and through the derived matrix K, the curve of state responses for model (42)
is exhibited in Figure 1. Figure 2 reflects the sampled-data control input u(t). It is evident from
Figure 1 that the FONNs can reach stability in a short time. The sampled-data controller’s discrete
feature is depicted in Figure 2. The obtained results verify the superiority of the proposed approaches
in this paper.

Table 1. The maximum v allowed for different δ of Example 1.

δ 0.9 0.92 0.95 0.98

[26] 0.13 0.14 0.15 0.17
Corollary 2 0.410 0.415 0.423 0.431
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Table 1. The maximum v allowed for different δ.

δ 0.9 0.92 0.95 0.98

[26] 0.13 0.14 0.15 0.17
Corollary 2 0.410 0.415 0.423 0.431

Example 2. Consider the model (42) of the following parameters provided in [22]

A =



−6 0 0
0 −2 0
0 0 −2


, B =




3 −2 −2
1 1 0
1 0 1


,

taking the activation functions fi(·) = tanh(·)(i = 1, 2, 3) with L = diag(1, 1, 1). For different
δ, applying the MATLAB LMI toolbox, the maximum v is obtained by resolving the equations
(50)–(52) in Corollary 2, as displayed in Table 2. As can be observed in Table 2, a less conservative
condition for delay-dependent and order-dependent stability can be developed by using the fractional-
order Leibniz–Newton formula and creating the suitable LKFs. When δ takes different values of
0.9, 0.92, 0.95, and 0.98, the maximum v is 0.426, 0.432, 0.440, and 0.448. The maximum v of
the reference [22] is 0.12, 0.13, 0.15, and 0.16, which is 255%, 232.3%, 193.3%, and 180% larger
than the reference [22], respectively. Additionally, choose δ = 0.98, v = 0.448. The controller gain
matrix K is designed as

K =



−0.0021 0.0321 0.0321
0.0360 −0.3117 −0.1935
0.0360 −0.1935 −0.3117


.

Based on the above result, so as to acquire the simulation results, the initial value
ξ(t0) = [0.6, 0.3,−0.1]T is selected. Figure 3 shows the model’s state response curve (42). As
can be seen from Figure 3, the FONNs can achieve stability for a brief moment. Figure 4 depicts
the corresponding control input when ZOH is implemented. As a result, the simulation results
presented above attest to the viability and efficiency of the FONNs based on sampled-data control.
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
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−6 0 0
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0 0 −2


, B =
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

3 −2 −2
1 1 0
1 0 1


,

taking the activation functions fi(·) = tanh(·)(i = 1, 2, 3) with L = diag(1, 1, 1). For dif-
ferent δ, applying the MATLAB LMI toolbox, the maximum v is obtained by resolving the
Equations (50)–(52) in Corollary 2, as displayed in Table 2. As can be observed in Table 2, a
less conservative condition for delay-dependent and order-dependent stability can be developed by
using the fractional-order Leibniz–Newton formula and creating the suitable LKFs. When δ takes
different values of 0.9, 0.92, 0.95, and 0.98, the maximum v is 0.426, 0.432, 0.440, and 0.448. The
maximum v of the reference [22] is 0.12, 0.13, 0.15, and 0.16, which is 255%, 232.3%, 193.3%,
and 180% larger than the reference [22], respectively. Additionally, choose δ = 0.98, v = 0.448.
The controller gain matrix K is designed as

K =



−0.0021 0.0321 0.0321
0.0360 −0.3117 −0.1935
0.0360 −0.1935 −0.3117


.

Based on the above result, so as to acquire the simulation results, the initial value
ξ(t0) = [0.6, 0.3,−0.1]T is selected. Figure 3 shows the model’s state response curve (42). As
can be seen from Figure 3, the FONNs can achieve stability for a brief moment. Figure 4 depicts
the corresponding control input when ZOH is implemented. As a result, the simulation results
presented above attest to the viability and efficiency of the FONNs based on sampled-data control.

Table 2. The maximum v allowed for different δ of Example 2.

δ 0.9 0.92 0.95 0.98

[22] 0.12 0.13 0.15 0.16
Corollary 2 0.426 0.432 0.440 0.448
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Example 3. Consider the model (54) of the following parameters provided in [33]

A =

[−2 0
0 −0.9

]
, B =

[−1 0
−1 −1

]
,

by solving Corollary 3, the maximum delay of the model (54) can be obtained. Table 3 shows the
results of different δ corresponding to different maximum delay σ. From Table 3, we can see that
in reference [20], although the authors give the stability condition of delay dependence and order
dependence for fractional-order time-delay systems, this criterion does not actually depend on delay
or order, and it is very conservative (reference [34] gives the corresponding proof). So, through
numerical comparison, it can be found that our stable upper bound is larger than that in the previous
literature. It can be seen that with the innovative construction of the LKF method and the appropriate
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introduction of the fractional-order Leibniz–Newton formula, we can obtain a less conservative
order-dependent and delay-dependent stability criterion.

According to the solution results, given the initial condition ψ(t) = [−0.6, 0.3]T , the state
trajectory of the model can be simulated, as shown in Figure 5. Therefore, from the comparison table
and the state simulation trajectory chart, it can be seen that our results are significantly superior to
the existing results.

Table 3. The maximum delay σ allowed for different δ.

δ 0.8 0.85 0.9 0.95 0.98

[33] [
.
τ(t) = 0, u(t) = 0] N/A N/A N/A N/A N/A

[20] [Theorem 3.1] ∞ ∞ ∞ ∞ ∞
[34] [ µ = 0, u(t) = 0] 0.384 0.414 0.443 0.471 0.488

[35] 0.840 0.882 0.925 0.962 0.984
Corollary 3 2.501 2.413 2.341 2.283 2.253

Fractal Fract. 2023, 1, 0 19 of 21

by solving Corollary 3, the maximum delay of the model (54) can be obtained. Table 2 shows the
results of different δ corresponding to different maximum delay σ. From Table 2, we can see that
in reference [20], although the authors give the stability condition of delay dependence and order
dependence for fractional-order time-delay systems, this criterion does not actually depend on delay
or order, and it is very conservative (reference [34] gives the corresponding proof). So, through
numerical comparison, it can be found that our stable upper bound is larger than that in the previous
literature. It can be seen that with the innovative construction of the LKF method and the appropriate
introduction of the fractional-order Leibniz–Newton formula, we can obtain a less conservative
order-dependent and delay-dependent stability criterion.

According to the solution results, given the initial condition ψ(t) = [−0.6, 0.3]T , the state
trajectory of the model can be simulated, as shown in Figure 5. Therefore, from the comparison table
and the state simulation trajectory chart, it can be seen that our results are significantly superior to
the existing results.

Table 3. The maximum delay σ allowed for different δ.

δ 0.8 0.85 0.9 0.95 0.98

[33] [τ̇(t) = 0,
u(t) = 0] N/A N/A N/A N/A N/A

[20] [Theorem
3.1] ∞ ∞ ∞ ∞ ∞

[34] [µ = 0,
u(t) = 0] 0.384 0.414 0.443 0.471 0.488

[35] 0.840 0.882 0.925 0.962 0.984
Corollary 3 2.501 2.413 2.341 2.283 2.253

0 10 20 30 40 50 60

-0.6

-0.5

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

Figure 5. State responses for Example 3.

5. Conclusions

In this paper, the stability of FONNs with time delay in light of sampled-data control
has been studied. On the basis of the newly constructed LKFs and the newly proposed
fractional-order Leibniz–Newton formula, the sufficient conditions for stable-order de-
pendence and delay dependence have been established. Eventually, the validity of the
theoretical results was verified by three numerical simulations. In addition, some of the
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5. Conclusions

In this paper, the stability of FONNs with time delay in light of sampled-data control
has been studied. On the basis of the newly constructed LKFs and the newly proposed
fractional-order Leibniz–Newton formula, the sufficient conditions for stable-order de-
pendence and delay dependence have been established. Eventually, the validity of the
theoretical results was verified by three numerical simulations. In addition, some of the
issues discussed in [36–38] (fractional-order chaotic or hyperchaotic systems, synchronous
communication of fractional-order chaotic systems, and event-triggered impulsive chaotic
synchronization of fractional-order systems) are also interesting and will be further consid-
ered in future work.
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