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#### Abstract

A weak singularity in the solution of time-fractional differential equations can degrade the accuracy of numerical methods when employing a uniform mesh, especially with schemes involving the Caputo derivative (order $\alpha$,), where time accuracy is of the order $(2-\alpha)$ or $(1+\alpha)$. To deal with this problem, we present a second-order numerical scheme for nonlinear time-space fractional reaction-diffusion equations. For spatial resolution, we employ a matrix transfer technique. Using graded meshes in time, we improve the convergence rate of the algorithm. Furthermore, some sharp error estimates that give an optimal second-order rate of convergence are presented and proven. We discuss the stability properties of the numerical scheme and elaborate on several empirical examples that corroborate our theoretical observations.
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## 1. Introduction

The last decade has witnessed tremendous developments in practical methods to solve fractional differential equations. These problems are of particular importance because they can provide a better model for understanding complex phenomena such as memorydependent processes [1-3], material properties [4], diffusion in media with memory [5,6], groundwater modeling [7,8], and control theory [9]. Recently, many researchers have adopted fractional-order models to predict and gain insight into the evolution of the COVID-19 pandemic. This is possible due to the memory/hereditary properties inherent in the fractional-order derivatives, cf. [10-14].

We study a nonlinear time-space fractional reaction-diffusion problem in the form

$$
\begin{align*}
{ }_{c} D_{0, t}^{\alpha} u & =-\kappa(-\Delta)^{\frac{\beta}{2}} u(x, t)+g(u), \text { in } \Omega \times(0, T) \\
u(x, 0) & =\varphi(x), \quad x \in \Omega \subset \mathbb{R}  \tag{1}\\
\left.u(x, t)\right|_{\partial \Omega} & =0
\end{align*}
$$

where $\Omega$ is bounded in $\mathbb{R}, \partial \Omega$ denotes the boundary of $\Omega, \kappa$ is the diffusion coefficient, $(-\Delta)^{\frac{\beta}{2}}$ denotes the Laplacian of a fractional order $\beta, 1<\beta \leq 2$, and $g(u)$ is a sufficiently smooth function. The $\alpha$-order Caputo derivative, $0<\alpha \leq 1,{ }_{c} D_{0, t}^{\alpha} u$, in variable $t$, is adopted here and defined as

$$
{ }_{c} D_{0, t}^{\alpha} u(x, t)=\frac{1}{\Gamma(1-\alpha)} \int_{0}^{t}(t-s)^{-\alpha} \frac{\partial u(x, s)}{\partial s} d s .
$$

The operator $(-\Delta)^{\frac{\beta}{2}}$ is taken here as the spectral Laplacian of a fractional order $\beta, 1<\beta \leq 2$ given by

$$
(-\Delta)^{\frac{\beta}{2}} u(x)=\sum_{k=1}^{\infty} c_{k} \lambda_{k}^{\frac{\beta}{2}} \phi_{k}(x) .
$$

where $\lambda_{k}$ and $\phi_{k}(x)$ are the eigenvalues and eigenfunctions of the Laplace operator $-\Delta$ on $\Omega$, respectively, and $c_{k}$ are Fourier coefficients of $u$ (in $\left\{\phi_{k}(x)\right\}$ ) (see [15]).

Several numerical methods for solving Problem (1) or some of its counterparts have been developed and investigated by authors based on the uniform discretization of the Caputo derivative (see, for example, [16-23]). In most cases, the derived schemes were either $(2-\alpha)$ or $(1+\alpha)$ accurate in time. This somewhat reduced order of convergence is to be expected due to a singular kernel $(t-s)^{-\alpha}$ embedded in the time derivative. This, in turn, has motivated the research question of how to improve the order beyond $(2-\alpha)$ and $(1+\alpha)$. The natural choice is to use nonuniform time meshes.

Brunner [24] made use of meshes that are graded in order to improve the accuracy of the approximation to a Volterra integral equation of the second kind with a weakly singular kernel employing collocation methods. Zhang et al. [25] developed a numerical method for a linear counterpart of (1) based on the nonuniform discretization of the Caputo derivative and the compact difference method for spatial discretization. Their theoretical analysis and numerical examples showed the efficiency of their methods. Lyu and Vong [26] proposed a high-order method to resolve a time-fractional Benjamin-Bona-Mahony equation over a nonuniform temporal mesh. Stynes et al. [27] investigated the stability and error analysis of a finite difference scheme using a uniform mesh and meshes graded in time. Liao et al. [28] investigated the convergence and stability of an $L_{1}$ technique to solve linear reaction-subdiffusion equations with the Caputo derivative. Kopteva [29] discussed the error analysis of the $L_{1}$ method for a fractional-order parabolic problem in two and three dimensions using both uniform and graded meshes. Wang and Zhou [30] proved the convergence of the corrected $k$-step backward difference formula without imposing further regularity assumptions on the solution of the semilinear subdiffusion equation. Mustapha [31] developed an $L_{1}$ scheme for subdiffusion equations with Riemann-Liouville time-fractional derivatives on nonuniform time intervals. He used the regularity of the solution and the properties of the nonuniform mesh to obtain a second-order accurate scheme.

In this present study, we propose a predictor-corrector numerical scheme for solving (1) based on time-graded meshes. The scheme is similar to the one given in [18]. We then explore the regularity properties of the solution and some of the properties of the meshes to derive a scheme that is second-order accurate in time.

The remaining sections are organized as follows. Section 2 briefly discusses the spatial discretization method, and thereafter we derive the time-stepping scheme for the solution of (3). In Section 3, we discuss the error analysis and stability of the scheme. In Section 4, we give some numerical examples to illustrate the convergence of the scheme. Finally, in Section 5 there are concluding remarks.

## 2. Numerical Scheme

### 2.1. Matrix Transfer Technique for Spatial Discretizations

Let $M$ be given and we denote by $x_{j}$, for $0 \leq j \leq M$, a 1D uniform grid point of size $h$. It was shown in [32] that

$$
\begin{equation*}
(-\Delta)^{\frac{\beta}{2}} u(x) \approx A^{\frac{\beta}{2}} \mathbf{u}(\mathbf{x}) \tag{2}
\end{equation*}
$$

where

$$
A=\frac{1}{h^{2}}\left[\begin{array}{cccccc}
2 & -1 & 0 & 0 & \cdots & 0 \\
-1 & 2 & -1 & 0 & \cdots & 0 \\
& \cdots & \cdots & \cdots & & \\
0 & \cdots & 0 & -1 & 2 & -1 \\
0 & \cdots & 0 & 0 & -1 & 2
\end{array}\right], \mathbf{u}(\mathbf{x})=\left[\begin{array}{c}
u\left(x_{1}\right) \\
u\left(x_{2}\right) \\
\vdots \\
u\left(x_{M-2}\right) \\
u\left(x_{M-1}\right)
\end{array}\right]
$$

then, the error in (2) is of order 2. This approximation can be thought of as transferring the matrix approximation of $-\Delta$ to approximate $(-\Delta)^{\frac{\beta}{2}}$. Applying this technique to (1), we obtain a system of nonlinear time-fractional differential equations in the form

$$
\begin{align*}
{ }_{c} D_{0, t}^{\alpha} \mathbf{u}+A^{\frac{\beta}{2}} \mathbf{u} & =\mathbf{g}(\mathbf{u}),  \tag{3}\\
\mathbf{u}(0) & =\mathbf{u}_{0},
\end{align*}
$$

where $\mathbf{u}$ and $\mathbf{g}(\mathbf{u})$ are the vectors that denote the nodal values of $u$ and $g$, respectively, and we have chosen $\kappa=1$, without any loss of generality. In addition, we write $u$ and $g(u)$ instead of $\mathbf{u}$ and $\mathbf{g}(\mathbf{u})$ to denote the vectors of the node values. Consequently, the major concern of this paper is the accurate time discretization of Problem (3).

### 2.2. Time Discretizations

In this section, the second-order time-stepping scheme over time-graded meshes is considered for solving the semi-discrete problem (3). Furthermore, the stability results are developed. We use the time-graded mesh having subintervals $I_{n}=\left[t_{n}, t_{n+1}\right], n=$ $0, \cdots, N-1$, with $0=t_{0}<\cdots<t_{N}=T$. This has the following grid points:

$$
t_{n}=(n \tau)^{\gamma}, \quad 0 \leq n \leq N, \text { for } \gamma \geq 1, \text { with } \tau=\frac{T^{1 / \gamma}}{N}
$$

Let $\tau_{n}=t_{n+1}-t_{n}$ denote the stepsize of the $n$-th subinterval $I_{n}$. The following properties (see [24,33]) hold for $n \geq 1$,

$$
\begin{align*}
t_{n+1} & \leq 2^{\gamma} t_{n}  \tag{4}\\
\gamma \tau t_{n}^{1-1 / \gamma} & \leq \tau_{n} \leq \gamma \tau t_{n+1}^{1-1 / \gamma},  \tag{5}\\
\tau_{n}-\tau_{n-1} & \leq C_{\gamma} \tau^{2} \min \left\{1, t_{n+1}^{1-2 / \gamma}\right\}  \tag{6}\\
\tau_{n} & \leq \tau_{\max } \leq \gamma T / N . \tag{7}
\end{align*}
$$

where

$$
\tau_{\max }=\max _{1 \leq j \leq n-1} \tau_{j}
$$

We note that Equation (3) can be reformulated in the form of the Volterra integral equation

$$
\begin{align*}
u(t)-u_{0} & =\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1}\left(-A^{\frac{\beta}{2}} u(s)+g(u(s))\right) d s  \tag{8}\\
& ={ }_{0} \mathcal{I}_{t}^{\alpha} g(u(t))-A^{\frac{\beta}{2}}{ }_{0} \mathcal{I}_{t}^{\alpha} u(t)
\end{align*}
$$

where

$$
\begin{aligned}
{ }_{a} \mathcal{I}_{t}^{\alpha} w(t) & =\frac{1}{\Gamma(\alpha)} \int_{a}^{t}(t-s)^{\alpha-1} w(s) d s \\
{ }_{a} \mathcal{I}_{t}^{\alpha} g(w(t)) & =\frac{1}{\Gamma(\alpha)} \int_{a}^{t}(t-s)^{\alpha-1} g(w(s)) d s .
\end{aligned}
$$

Now, let $u_{n}:=u\left(t_{n}\right)$ and $g\left(u_{n}\right):=g\left(u\left(t_{n}\right)\right)$. Estimating $t=t_{n}$ and $t_{n+1}$, we obtain the difference in successive terms as

$$
\begin{aligned}
u\left(t_{n+1}\right)-u\left(t_{n}\right) & =\left[{ }_{0} \mathcal{I}_{t_{n+1}}^{\alpha} g\left(u_{n+1}\right)-{ }_{0} \mathcal{I}_{t_{n}}^{\alpha} g\left(u_{n}\right)\right]-A^{\frac{\beta}{2}}\left[{ }_{0} \mathcal{I}_{t_{n+1}}^{\alpha} u\left(t_{n+1}\right)-{ }_{0} \mathcal{I}_{t_{n}}^{\alpha} u\left(t_{n}\right)\right] \\
& ={ }_{t_{n}} \mathcal{I}_{t_{n+1}}^{\alpha} g\left(u_{n+1}\right)-A^{\frac{\beta}{2}}{ }_{t_{n}} \mathcal{I}_{t_{n+1}}^{\alpha} u\left(t_{n+1}\right)+\mathbb{Q}_{n, u}^{e}+\mathbb{Q}_{n, g^{\prime}}^{e}
\end{aligned}
$$

where

$$
\begin{equation*}
\mathbb{Q}_{n, u}^{e}=-A^{\frac{\beta}{2}}{ }_{0} \mathcal{I}_{t_{n}}^{\alpha}\left[u\left(t_{n+1}\right)-u\left(t_{n}\right)\right] \tag{9}
\end{equation*}
$$

$$
\begin{equation*}
\mathbb{Q}_{n, g}^{e}={ }_{0} \mathcal{I}_{t_{n}}^{\alpha}\left[g\left(u_{n+1}\right)-g\left(u_{n}\right)\right] \tag{10}
\end{equation*}
$$

That is,

$$
\begin{aligned}
u\left(t_{n+1}\right)-u\left(t_{n}\right)= & -\frac{1}{\Gamma(\alpha)} A^{\frac{\beta}{2}} \int_{t_{n}}^{t_{n+1}}\left(t_{n+1}-s\right)^{\alpha-1} u(s) d s+\frac{1}{\Gamma(\alpha)} \int_{t_{n}}^{t_{n+1}}\left(t_{n+1}-s\right)^{\alpha-1} g(u(s)) d s \\
& +\mathbb{H}_{n}^{e},
\end{aligned}
$$

where

$$
\mathbb{H}_{n}^{e}=\mathbb{Q}_{n, u}^{e}+\mathbb{Q}_{n, g}^{e} .
$$

If we replace $u(s)$ and $g(u)$ with linear interpolants over the interval $I_{n}$, that is,

$$
u(s) \approx u_{n}+\left(s-t_{n}\right) \frac{u_{n+1}-u_{n}}{\tau_{n}}, \quad s \in\left[t_{n}, t_{n+1}\right]
$$

and

$$
g(u(s)) \approx g\left(u_{n}\right)+\left(s-t_{n}\right) \frac{g\left(u_{n+1}\right)-g\left(u_{n}\right)}{\tau_{n}}, \quad s \in\left[t_{n}, t_{n+1}\right] .
$$

We obtain

$$
\begin{equation*}
u_{n+1}-u_{n}=\frac{-\alpha \tau_{n}^{\alpha}}{\Gamma(\alpha+2)} A^{\frac{\beta}{2}} u_{n}-\frac{\tau_{n}^{\alpha}}{\Gamma(\alpha+2)} A^{\frac{\beta}{2}} u_{n+1}+\frac{\alpha \tau_{n}^{\alpha}}{\Gamma(\alpha+2)} g_{n}+\frac{\tau_{n}^{\alpha}}{\Gamma(\alpha+2)} g_{n+1}+\mathbb{H}_{n}^{e} . \tag{12}
\end{equation*}
$$

At a glance, we see that (12) is an implicit scheme. In order to reduce the computation burden, we thus go back to (11) and approximate the nonlinear function, $g(u)$, on the interval $\left[t_{n}, t_{n+1}\right]$ by a constant polynomial to obtain the following predictor-corrector scheme after some simplifications:

$$
\left\{\begin{array}{l}
\left(\Gamma(\alpha+2) \mathbb{I}+\tau_{n}^{\alpha} A^{\frac{\beta}{2}}\right) u_{n+1}^{p}=\left[\left(\Gamma(\alpha+2) \mathbb{I}-\alpha \tau_{n}^{\alpha} A^{\frac{\beta}{2}}\right) u_{n}+\tau_{n}^{\alpha}(\alpha+1) g\left(u_{n}\right)+\Gamma(\alpha+2) \mathbb{H}_{n}^{e}\right]  \tag{13}\\
\left(\Gamma(\alpha+2) \mathbb{I}+\tau_{n}^{\alpha} A^{\frac{\beta}{2}}\right) u_{n+1}=\left[\left(\Gamma(\alpha+2) \mathbb{I}-\alpha \tau_{n}^{\alpha} A^{\frac{\beta}{2}}\right) u_{n}+\tau_{n}^{\alpha}\left(\alpha g\left(u_{n}\right)+g\left(u_{n+1}^{p}\right)\right)+\Gamma(\alpha+2) \mathbb{H} \mathbb{H}_{n}^{e}\right]
\end{array}\right.
$$

where $\mathbb{I}$ is the identity matrix.
Using linear approximations for both $u(t)$ and $g(u(t))$ in Equations (9) and (10), the history term $\mathbb{H}_{n}^{e}$ is approximated as

$$
\begin{equation*}
\mathbb{H}_{n}^{e} \approx \mathbb{H}_{n}^{a}=\sum_{j=0}^{n} a_{j, n}\left(-A^{\frac{\beta}{2}} u_{j}+g\left(u_{j}\right)\right), \tag{14}
\end{equation*}
$$

where

$$
a_{j, n}=\frac{1}{\Gamma(\alpha+2)}\left\{\begin{array}{lr}
\tau_{0}^{-1}\left(-\tau_{n+1,0}^{\alpha}\left(\tau_{n+1,1}-\alpha \tau_{0}\right)+\tau_{n+1,1}^{1+\alpha}+\tau_{n, 1} \tau_{n, 0}^{\alpha}-\alpha \tau_{0} \tau_{n, 0}^{\alpha}-\tau_{n, 1}^{1+\alpha}\right), & j=0, \\
\tau_{j-1}^{-1}\left(\tau_{n+1, j-1}^{1+\alpha}-\tau_{n, j-1}^{1+\alpha}\right)+\tau_{j}^{-1}\left(\tau_{n+1, j+1}^{1+\alpha}-\tau_{n, j+1}^{1+\alpha}\right) & \\
-\tau_{n+1, j}^{\alpha}\left(\tau_{j-1}^{-1} \tau_{n+1, j-1}+\tau_{j}^{-1} \tau_{n+1, j+1}\right) & 1 \leq j \leq n-1, \\
+\tau_{n, j}^{\alpha}\left(\tau_{j-1}^{-1} \tau_{n, j-1}+\tau_{j}^{-1} \tau_{n, j+1}\right), & \\
\tau_{n-1}^{-1}\left(\tau_{n+1, n-1}^{1+\alpha}-\tau_{n+1, n-1} \tau_{n}^{\alpha}-\tau_{n-1}^{1+\alpha}-\alpha \tau_{n-1} \tau_{n}^{\alpha}\right), & j=n . \\
\tau_{n, j}=t_{n}-t_{j} .
\end{array}\right.
$$

## 3. Error and Stability Analysis

Here, we carry out the error analysis and discuss the stability property of the proposed scheme (13). For the error analysis, it is assumed that $u$, the solution to (1), satisfies

$$
\begin{equation*}
\|u(t)\|_{1} \leq M \text { and }\left\|u^{(\ell)}(t)\right\|_{1} \leq M t^{\sigma+\alpha / 2-\ell}, \quad \ell=1,2,3, \tag{15}
\end{equation*}
$$

with the regularity parameter $\sigma \in(0,1)$ to be determined from the error analysis. This is in line with the published results $[27,30,31,33,34]$. The constant $M$ is positive, ${ }^{\ell}$ denotes the partial derivative of an appropriate order of $u$ with respect to $t$, and $\|\cdot\|_{\ell}$ is the Sobolev norm on $H^{\ell}(\Omega)$. Of course, this reduces to the $L_{2}$ norm whenever $\ell=0$. The stability analysis of this article considers the initial data perturbations, i.e., the sensitivity of the numerical solutions to the small changes in the initial data. Function $g(u)$ and its derivatives with respect to $u, g^{(r)}(u)$ for $r=1,2$, are assumed to be Lipschitz in the time domain $\Omega \times[0, T]$.

### 3.1. Error Analysis

Lemma 1. Given any positive sequence $\left\{a_{j}\right\}$ and for $\gamma \geq 1$, we have

$$
\sum_{j=2}^{n-1} a_{j}\left|\frac{\tau_{j}^{3}}{\tau_{j-1}^{3}} L^{j-1, n}-L^{j, n+1}\right| \leq C \tau t_{n}^{\alpha-1 / \gamma} \max _{j=2}^{n-1}\left(a_{j} \tau_{j}^{2}\right)
$$

where

$$
L^{j, n}=\frac{1}{2 \Gamma(\alpha)} \int_{t_{j}}^{t_{j+1}}\left(s-t_{j}\right)\left(t_{j+1}-s\right)\left(t_{n}-s\right)^{\alpha-1} d s
$$

Proof. Cf. [31].
Lemma 2. For $1 \leq n \leq N, \gamma>\frac{2}{\sigma+\alpha / 2+1}$ and $\tau$ is sufficiently small,

$$
\left\|\frac{1}{\Gamma(\alpha)} \sum_{j=0}^{n-1} \int_{t_{j}}^{t_{j+1}}\left[\left(t_{n+1}-s\right)^{\alpha-1}-\left(t_{n}-s\right)^{\alpha-1}\right] E_{1, u}(s) d s\right\|_{1} \leq C \tau^{2} t_{n}^{\sigma+3 \alpha / 2-2 / \gamma}
$$

where

$$
E_{1, u}(s)=\frac{1}{2} \int_{t_{j}}^{s}(w-s)^{2} u^{\prime \prime \prime}(w) d w-\frac{\left(s-t_{j}\right)}{2 \tau_{j}} \int_{t_{j}}^{t_{j+1}}\left(w-t_{j}\right)^{2} u^{\prime \prime \prime}(w) d w
$$

Proof. Let

$$
\begin{aligned}
I_{1, u} & =\frac{1}{\Gamma(\alpha)} \sum_{j=0}^{n-1} \int_{t_{j}}^{t_{j+1}}\left[\left(t_{n+1}-s\right)^{\alpha-1}-\left(t_{n}-s\right)^{\alpha-1}\right] E_{1, u}(s) d s \\
\left\|I_{1, u}\right\|_{1} & =\left\|\frac{1}{\Gamma(\alpha)} \sum_{j=0}^{n-1} \int_{t_{j}}^{t_{j+1}}\left[\left(t_{n+1}-s\right)^{\alpha-1}-\left(t_{n}-s\right)^{\alpha-1}\right] E_{1, u}(s) d s\right\|_{1} \\
& \leq \frac{2}{\Gamma(\alpha)} \sum_{j=0}^{n-1} \int_{t_{j}}^{t_{j+1}}\left(t_{n}-s\right)^{\alpha-1}\left\|E_{1, u}(s)\right\|_{1} d s .
\end{aligned}
$$

For $n=1, s \in\left(t_{0}, t_{1}\right)$

$$
\begin{aligned}
\left\|E_{1, u}(s)\right\|_{1} & \leq \frac{1}{2} \int_{0}^{s}(w-s)^{2}\left\|u^{\prime \prime \prime}(w)\right\|_{1} d w+\frac{s}{t_{1}} \int_{0}^{t_{1}} w^{2}\left\|u^{\prime \prime \prime}(w)\right\|_{1} d w \\
& \leq M \int_{0}^{s} w^{2} w^{\sigma+\frac{\alpha}{2}-3}+\frac{M}{2 t_{1}} s \int_{0}^{t_{1}} w^{2} w^{\sigma+\frac{\alpha}{2}-3} d w \\
& \leq C \max \left\{s^{\sigma+\frac{\alpha}{2}}, s t_{1}^{\sigma+\frac{\alpha}{2}-1}\right\} .
\end{aligned}
$$

Noting that

$$
t_{n}-s=n^{\gamma}\left(t_{1}-\frac{s}{n^{\gamma}}\right) \geq n^{\gamma}\left(t_{1}-s\right)
$$

we obtain

$$
\begin{aligned}
\int_{0}^{t_{1}}\left(t_{n}-s\right)^{\alpha-1}\left\|E_{1, u}(s)\right\|_{1} d s & \leq C n^{\gamma(\alpha-1)} \int_{0}^{t_{1}}\left(t_{1}-s\right)^{\alpha-1} \max \left\{s^{\sigma+\frac{\alpha}{2}}, s t_{1}^{\sigma+\frac{\alpha}{2}-1}\right\} d s \\
& \leq C t_{n}^{\alpha-1} \frac{T^{1-\alpha}}{N^{\gamma(1-\alpha)}} \int_{0}^{t_{1}}\left(t_{1}-s\right)^{\alpha-1} \max \left\{s^{\sigma+\frac{\alpha}{2}}, s t_{1}^{\sigma+\frac{\alpha}{2}-1}\right\} d s \\
& \leq C t_{n}^{\alpha-1} \tau^{\gamma(1-\alpha)} \int_{0}^{t_{1}}\left(t_{1}-s\right)^{\alpha-1} \max \left\{s^{\sigma+\frac{\alpha}{2}}, s t_{1}^{\sigma+\frac{\alpha}{2}-1}\right\} d s \\
& \leq C t_{n}^{\alpha-1} \tau^{\gamma(1-\alpha)} t_{1}^{\sigma+\frac{3 \alpha}{2}}=C t_{n}^{\alpha-1} \tau^{2} t_{1}^{\sigma+\frac{\alpha}{2}-\frac{2}{\gamma}+1} \\
& \leq C \tau^{2} t_{n}^{\sigma+\frac{3 \alpha}{2}-\frac{2}{\gamma}}, \text { for } \gamma \geq \frac{2}{\left(\sigma+\frac{\alpha}{2}+1\right)} .
\end{aligned}
$$

Let $s \in\left(t_{j}, t_{j+1}\right), j \geq 1$ and $n \geq 2$,

$$
\left\|I_{1, u}\right\|_{1} \leq \frac{2}{\Gamma(\alpha)}\left\{\int_{0}^{t_{1}}\left(t_{n}-s\right)^{\alpha-1}\left\|E_{1, u}(s)\right\|_{1} d s+\sum_{j=1}^{n-1} \int_{t_{j}}^{t_{j+1}}\left(t_{n}-s\right)^{\alpha-1}\left\|E_{1, u}(s)\right\|_{1} d s\right\}
$$

For $s \in\left(t_{j}, t_{j+1}\right)$ and $j \geq 1$

$$
\begin{aligned}
\left\|E_{1, u}(s)\right\|_{1} & =\frac{1}{2} \int_{t_{j}}^{s}(w-s)^{2}\left\|u^{\prime \prime \prime}(w)\right\|_{1} d w+\frac{\left(s-t_{j}\right)}{2 \tau_{j}} \int_{t_{j}}^{t_{j+1}}\left(w-t_{j}\right)^{2}\left\|u^{\prime \prime \prime}(w)\right\|_{1} d w \\
& \leq C \tau_{j}^{2} \int_{t_{j}}^{t_{j+1}}\left\|u^{\prime \prime \prime}(w)\right\|_{1} d w \\
& \leq C \tau^{3} t_{j+1}^{3-3 / \gamma_{S}}{ }_{S}^{\sigma+\alpha / 2-3} .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\frac{2}{\Gamma(\alpha)} \sum_{j=1}^{n-1} \int_{t_{j}}^{t_{j+1}}\left(t_{n}-s\right)^{\alpha-1}\left\|E_{1, u}(s)\right\|_{1} d s & \leq C \tau^{3} \sum_{j=1}^{n-1} t_{j+1}^{3-3 / \gamma} \int_{t_{j}}^{t_{j+1}}\left(t_{n}-s\right)^{\alpha-1} s^{\sigma+\frac{\alpha}{2}-3} d s \\
& \leq C \tau^{3} t_{n}^{3-3 / \gamma} \int_{t_{1}}^{t_{n}}\left(t_{n}-s\right)^{\alpha-1} s^{\sigma+\frac{\alpha}{2}-3} d s \\
& \leq C \tau^{3} t_{n}^{\sigma+\frac{3 \alpha}{2}-\frac{3}{\gamma}}
\end{aligned}
$$

Hence, the following bound is obtained

$$
\left\|I_{1, u}\right\|_{1} \leq C \tau^{2} t_{n}^{\sigma+\frac{3 \alpha}{2}-\frac{2}{\gamma}}, \quad \gamma>\frac{2}{\sigma+\frac{\alpha}{2}+1}
$$

Lemma 3. Assume $1 \leq n \leq N$ and let $\tau$ be sufficiently small,

$$
\left\|\sum_{j=0}^{n-1} u^{\prime \prime}\left(t_{j}\right)\left(L^{j, n}-L^{j, n+1}\right)\right\|_{1} \leq C \tau^{2} t_{n}^{\sigma+\frac{3 \alpha}{2}-\frac{2}{\gamma}}
$$

holds if $\gamma>\max \left\{\frac{2}{\sigma+\frac{\alpha}{2}+1}, \frac{2}{\sigma+\frac{3 \alpha}{2}-3}\right\}$.
Proof. We begin by letting

$$
\begin{aligned}
I_{2, u}= & \sum_{j=0}^{n-1} u^{\prime \prime}\left(t_{j}\right)\left[L^{j, n}-L^{j, n+1}\right] \\
= & -\sum_{j=1}^{n-1}\left[u^{\prime \prime}\left(t_{j+1}\right)-u^{\prime \prime}\left(t_{j}\right)\right] L^{j, n}+u^{\prime \prime}\left(t_{0}\right)\left[L^{0, n}-L^{0, n+1}\right]-\sum_{j=1}^{n-1} u^{\prime \prime}\left(t_{j+1}\right)\left(\frac{\tau_{j+1}^{3}}{\tau_{j}^{3}}-1\right) L^{j, n} \\
& +\sum_{j=2}^{n-1} u^{\prime \prime}\left(t_{j}\right)\left[\frac{\tau_{j}^{3}}{\tau_{j-1}^{3}} L^{j-1, n}-L^{j, n+1}\right]-u^{\prime \prime}\left(t_{1}\right) L^{1, n+1}+u^{\prime \prime}\left(t_{n}\right) \frac{\tau_{n}^{3}}{\tau_{n-1}^{3}} L^{n-1, n} \\
= & -\eta_{1}-\eta_{2}+\eta_{3}-\eta_{4}
\end{aligned}
$$

where

$$
\begin{aligned}
& \eta_{1}=\sum_{j=1}^{n-1}\left[u^{\prime \prime}\left(t_{j+1}\right)-u^{\prime \prime}\left(t_{j}\right)\right] L^{j, n}, \\
& \eta_{2}=\sum_{j=1}^{n-1} u^{\prime \prime}\left(t_{j+1}\right)\left(\frac{\tau_{j+1}^{3}}{\tau_{j}^{3}}-1\right) L^{j, n}, \\
& \eta_{3}=\sum_{j=2}^{n-1} u^{\prime \prime}\left(t_{j}\right)\left[\frac{\tau_{j}^{3}}{\tau_{j-1}^{3}} L^{j-1, n}-L^{j, n+1}\right], \\
& \eta_{4}=u^{\prime \prime}\left(t_{0}\right)\left[L^{0, n+1}-L^{0, n}\right]+u^{\prime \prime}\left(t_{1}\right) L^{1, n+1}-u^{\prime \prime}\left(t_{n}\right) \frac{\tau_{n}^{3}}{\tau_{n-1}^{3}} L^{n-1, n} .
\end{aligned}
$$

For $\eta_{1}$, we have

$$
\begin{aligned}
\left\|\eta_{1}\right\|_{1} & \leq C \sum_{j=1}^{n-1} \tau_{j}^{2} \int_{t_{j}}^{t_{j+1}}\left\|u^{\prime \prime \prime}(w)\right\|_{1} d w \int_{t_{j}}^{t_{j+1}}\left(t_{n}-s\right)^{\alpha-1} d s \\
& \leq C \sum_{j=1}^{n-1} \tau_{j}^{2} t_{j+1}^{\sigma+\alpha / 2-2} \int_{t_{j}}^{t_{j+1}}\left(t_{n}-s\right)^{\alpha-1} d s \\
& \leq C \tau^{2} \int_{t_{1}}^{t_{n}}\left(t_{n}-s\right)^{\alpha-1} s^{\sigma+\alpha / 2-2 / \gamma} d s \\
& \leq C \tau^{2} t_{n}^{\sigma+\frac{3 \alpha}{2}-\frac{2}{\gamma}}, \quad \text { holds if } \gamma>\frac{2}{\sigma+\frac{\alpha}{2}+1} .
\end{aligned}
$$

Noting that

$$
\frac{\tau_{j+1}^{3}}{\tau_{j}^{3}}-1=\frac{\tau_{j+1}^{3}-\tau_{j}^{3}}{\tau_{j}^{3}} \leq C \tau_{j}^{-1}\left(\tau_{j+1}-\tau_{j}\right) \leq C \tau^{2} \tau_{j}^{-1} t_{j+2}^{1-2 / \gamma}
$$

Therefore,

$$
\begin{aligned}
\left\|\eta_{2}\right\|_{1} & \leq C \tau^{2} \sum_{j=1}^{n-1} \tau_{j}^{-1} t_{j+2}^{1-2 / \gamma}\left\|u^{\prime \prime}\left(t_{j+1}\right)\right\|_{1} \tau_{j}^{2} \int_{t_{j}}^{t_{j+1}}\left(t_{n}-s\right)^{\alpha-1} d s \\
& \leq C \tau^{2} \sum_{j=1}^{n-1} \tau_{j} t_{j+2}^{1-2 / \gamma}\left\|u^{\prime \prime}\left(t_{j+1}\right)\right\|_{1} \int_{t_{j}}^{t_{j+1}}\left(t_{n}-s\right)^{\alpha-1} d s \\
& \leq C \tau^{3} \sum_{j=1}^{n-1} t_{j+1}^{1-1 / \gamma} t_{j+2}^{1-2 / \gamma} t_{j+1}^{\sigma+\alpha / 2-2} \int_{t_{j}}^{t_{j+1}}\left(t_{n}-s\right)^{\alpha-1} d s \\
& \leq C \tau^{3} \max _{j=1}^{n-1}\left(t_{j+2}^{1-2 / \gamma}\right) \int_{t_{1}}^{t_{n}} s^{\sigma+\alpha / 2-1 / \gamma-1}\left(t_{n}-s\right)^{\alpha-1} d s \\
& \leq C \tau^{3} \max _{j=1}^{n-1}\left(t_{j+2}^{1-2 / \gamma}\right) t_{n}^{\sigma+3 \alpha / 2-1 / \gamma-1} .
\end{aligned}
$$

Next, we bound $\eta_{3}$ using Lemma 1.

$$
\begin{aligned}
\left\|\eta_{3}\right\|_{1} & \leq C \sum_{j=2}^{n-1} t_{j}^{\sigma+\alpha / 2-2}\left|\frac{\tau_{j}^{3}}{\tau_{j-1}^{3}} L^{j-1, n}-L^{j, n+1}\right| \\
& \leq C \tau t_{n}^{\alpha-1 / \gamma} \max _{j=2}^{n-1}\left(t_{j}^{\sigma+\alpha / 2-2} \tau_{j}^{2}\right) \\
& \leq C \tau^{3} t_{n}^{\alpha+2-3 / \gamma} \max _{j=2}^{n-1}\left(t_{j}^{\sigma+\alpha / 2-2}\right) .
\end{aligned}
$$

To estimate $\left\|\eta_{4}\right\|_{1}$, we begin with the bound

$$
\begin{aligned}
\left\|u^{\prime \prime}\left(t_{0}\right)\left[L^{0, n+1}-L^{0, n}\right]\right\|_{1} & =\left\|\frac{1}{2 \Gamma(\alpha)} u^{\prime \prime}\left(t_{0}\right) \int_{0}^{t_{1}} s\left(t_{1}-s\right)\left[\left(t_{n+1}-s\right)^{\alpha-1}-\left(t_{n}-s\right)^{\alpha-1}\right] d s\right\|_{1} \\
& \leq C \tau_{1}^{2} \int_{0}^{t_{1}}\left(t_{n}-s\right)^{\alpha-1}\left\|u^{\prime \prime}\left(t_{0}\right)\right\|_{1} d s \\
& \leq C \tau^{2} \int_{0}^{t_{n}} s^{\sigma+\alpha / 2-2 / \gamma}\left(t_{n}-s\right)^{\alpha-1} d s \\
& \leq C \tau^{2} t_{n}^{\sigma+3 \alpha / 2-2 / \gamma}
\end{aligned}
$$

In addition,

$$
\begin{aligned}
\left\|u^{\prime \prime}\left(t_{1}\right) L^{1, n+1}\right\|_{1} & \leq C \tau_{1}^{2} t_{1}^{\sigma+\sigma / 2-2} \int_{t_{1}}^{t_{2}}\left(t_{n+1}-s\right)^{\alpha-1} d s \\
& \leq C \tau^{2} \int_{t_{1}}^{t_{2}} s^{\sigma+\alpha / 2-2 / \gamma}\left(t_{n}-s\right)^{\alpha-1} d s \\
& \leq C \tau^{2} t_{n}^{\sigma+3 \alpha / 2-2 / \gamma}
\end{aligned}
$$

Hence, we obtain

$$
\begin{aligned}
\left\|\frac{\tau_{n}^{3}}{\tau_{n-1}^{3}} u^{\prime \prime}\left(t_{n}\right) L^{n-1, n}\right\|_{1} & \leq C \frac{\tau_{n}^{3}}{\tau_{n-1}}\left\|u^{\prime \prime}\left(t_{n}\right)\right\|_{1} \int_{t_{n-1}}^{t_{n}}\left(t_{n}-s\right)^{\alpha-1} d s \\
& \leq C \tau^{2} t_{n+1}^{3} t_{n-1}^{1 / \gamma-1} t_{n}^{\sigma+\alpha / 2-2-3 / \gamma} \int_{t_{n-1}}^{t_{n}}\left(t_{n}-s\right)^{\alpha-1} d s \\
& \leq C \tau^{2} t_{n+1}^{3} \int_{t_{n-1}}^{t_{n}} s^{\sigma+\alpha / 2-2 / \gamma-3}\left(t_{n}-s\right)^{\alpha-1} d s \\
& \leq C \tau^{2} t_{n}^{\sigma+3 \alpha / 2-2 / \gamma-3} t_{n+1}^{3} \\
& \leq C \tau^{2} t_{n+1}^{\sigma+3 \alpha / 2-2 / \gamma}, \text { for } \gamma>\frac{2}{\sigma+3 \alpha / 2-3} .
\end{aligned}
$$

Thus, for $\gamma>\frac{2}{\sigma+3 \alpha / 2-3}$, we obtain

$$
\left\|\eta_{4}\right\|_{1} \leq C \tau^{2} t_{n+1}^{\sigma+3 \alpha / 2-2 / \gamma}
$$

Combining all the bounds, we finally obtain

$$
\begin{aligned}
\left\|I_{2, u}\right\|_{1} \leq & \left\|\eta_{1}\right\|_{1}+\left\|\eta_{2}\right\|_{1}+\left\|\eta_{3}\right\|_{1}+\left\|\eta_{4}\right\|_{1} \\
\leq & C \tau^{2} t_{n+1}^{\sigma+3 \alpha / 2-2 / \gamma}+C \tau^{3} t_{n}^{\sigma+3 \alpha / 2-1 / \gamma-1} \max _{j=1}^{n-1}\left(t_{j+1}^{1-2 / \gamma}\right) \\
& +C \tau^{3} t_{n}^{\alpha+2-3 / \gamma} \max _{j=2}^{n-1}\left(t_{j}^{\sigma+\alpha / 2-2}\right) \\
\leq & C \tau^{2} t_{n+1}^{\sigma+3 \alpha / 2-2 / \gamma}, \text { for } \gamma>\max \left\{\frac{2}{\sigma+\alpha / 2+1}, \frac{2}{\sigma+3 \alpha / 2-3}\right\},
\end{aligned}
$$

with $\sigma+3 \alpha / 2>3$ and $\tau$ is sufficiently small.
Lemma 4. For $1 \leq n \leq N, \gamma>\max \left\{\frac{2}{\sigma+\alpha / 2+1}, \frac{2}{\sigma+3 \alpha / 2-3}\right\}$ and for a sufficiently small $\tau$, the following error bound arises

$$
\left\|\mathbb{Q}_{n, u}^{e}-\mathbb{Q}_{n, u}^{a}\right\|_{1} \leq C \tau^{2} t_{n+1}^{\sigma+3 \alpha / 2-2 / \gamma}
$$

where $\mathbb{Q}_{n, u}^{e}$ is given by (9) and

$$
\mathbb{Q}_{n, u}^{a}=\frac{1}{\Gamma(\alpha)} \sum_{j=0}^{n} \int_{t_{j}}^{t_{j+1}}\left[\left(t_{n+1}-s\right)^{\alpha-1}-\left(t_{n}-s\right)^{\alpha-1}\right] \tilde{u}(s) d s
$$

with

$$
\tilde{u}(s)=u_{j}+\left(s-t_{j}\right) \frac{u_{j+1}-u_{j}}{\tau_{j}}
$$

Proof. We begin the proof by observing that

$$
\mathbb{Q}_{n, u}^{e}-\mathbb{Q}_{n, u}^{a}=\frac{1}{\Gamma(\alpha)} \sum_{j=0}^{n} \int_{t_{j}}^{t_{j+1}}\left[\left(t_{n+1}-s\right)^{\alpha-1}-\left(t_{n}-s\right)^{\alpha-1}\right](u-\tilde{u})(s) d s,
$$

Now, $u(s)-\tilde{u}(s)=E_{1, u}(s)+E_{2, u}(s)$, where

$$
E_{1, u}(s)=\frac{1}{2} \int_{t_{j}}^{s}(w-s)^{2} u^{\prime \prime \prime}(w) d w-\frac{\left(s-t_{j}\right)}{2 \tau_{j}} \int_{t_{j}}^{t_{j+1}}\left(w-t_{j}\right)^{2} u^{\prime \prime \prime}(w) d w
$$

and

$$
E_{2, u}(s)=\frac{1}{2}\left(s-t_{j}\right)\left(s-t_{j+1}\right) u^{\prime \prime}\left(t_{j}\right) .
$$

Then,

$$
\left\|\mathbb{Q}_{n, u}^{e}-\mathbb{Q}_{n, u}^{a}\right\|_{1} \leq\left\|I_{1, u}\right\|_{1}+\left\|I_{2, u}\right\|_{1}
$$

To complete the proof, we use the results in Lemmas 2 and 3.
Lemma 5. Let $g^{(r)}(u)$ be Lipschitz in $u$ for $r=0,1,2$. Then, for $1 \leq n \leq N$,
$\gamma>\max \left\{\frac{2}{\sigma+\alpha / 2+1}, \frac{2}{\sigma+3 \alpha / 2-3}\right\}$ with $\sigma+3 \alpha / 2>3$ and for a sufficiently small $\tau$, we have

$$
\left\|\mathbb{Q}_{n, g}^{e}-\mathbb{Q}_{n, g}^{a}\right\|_{1} \leq C \tau^{2} t_{n+1}^{\sigma+3 \alpha / 2-2 / \gamma}
$$

where $\mathbb{Q}_{n, g}^{e}$ is given by (10) and

$$
\mathbb{Q}_{n, g}^{a}=\frac{1}{\Gamma(\alpha)} \sum_{j=0}^{n} \int_{t_{j}}^{t_{j+1}}\left[\left(t_{n+1}-s\right)^{\alpha-1}-\left(t_{n}-s\right)^{\alpha-1}\right] \tilde{g}_{2}(u)(s) d s
$$

with

$$
\tilde{g}_{2}(u(s))=g\left(u_{j}\right)+\left(s-t_{j}\right) \frac{g\left(u_{j+1}\right)-g\left(u_{j}\right)}{\tau_{j}} .
$$

## Proof.

$$
\mathbb{Q}_{n, g}^{e}-\mathbb{Q}_{n, g}^{a}=\frac{1}{\Gamma(\alpha)} \sum_{j=0}^{n} \int_{t_{j}}^{t_{j+1}}\left[\left(t_{n+1}-s\right)^{\alpha-1}-\left(t_{n}-s\right)^{\alpha-1}\right]\left(g(u)-\tilde{g}_{2}(u)\right)(s) d s,
$$

Let

$$
g(u(s))-\tilde{g}_{2}(u(s))=E_{1, g}(s)+E_{2, g}(s)+E_{3, g}(s),
$$

where

$$
\begin{aligned}
& E_{1, g}(s)=\left[u(s)-u\left(t_{j}\right)-\frac{s-t_{j}}{\tau_{j}}\left(u\left(t_{j+1}\right)-u\left(t_{j}\right)\right)\right] g^{\prime}\left(u\left(t_{j}\right)\right) \\
& E_{2, g}(s)=\frac{1}{2}\left[\left(u(s)-u\left(t_{j}\right)\right)^{2}-\frac{s-t_{j}}{\tau_{j}}\left(u\left(t_{j+1}\right)-u\left(t_{j}\right)\right)^{2}\right] g^{\prime \prime}\left(u\left(t_{j}\right)\right) \\
& E_{3, g}(s)=\frac{1}{2} \int_{u\left(t_{j}\right)}^{u(s)}(u(s)-u(w))^{2} g^{\prime \prime \prime}(u(w)) d u(w)-\frac{s-t_{j}}{2 \tau_{j}} \int_{u\left(t_{j}\right)}^{u\left(t_{j+1}\right)}\left(u(w)-u\left(t_{j}\right)\right)^{2} g^{\prime \prime \prime}\left(u\left(t_{j}\right)\right) d u(w) .
\end{aligned}
$$

Thus, we have

$$
\left\|E_{1, g}(s)\right\|_{1} \leq(u(s)-\tilde{u}(s))\left\|g^{\prime}\left(u\left(t_{j}\right)\right)\right\|_{1} \leq M\|u(s)-\tilde{u}(s)\|_{1}
$$

and

$$
\begin{aligned}
\left\|E_{2, g}\right\|_{1} & \leq \frac{1}{2}\left\|\left(u(s)-u\left(t_{j}\right)\right)^{2}-\frac{s-t_{j}}{\tau_{j}}\left(u\left(t_{j+1}\right)-u\left(t_{j}\right)\right)^{2}\right\|_{1}\left\|g^{\prime \prime}\left(u\left(t_{j}\right)\right)\right\|_{1} \\
& \leq \max \left\{\left\|u(s)-u\left(t_{j}\right)\right\|_{1}, \frac{s-t_{j}}{\tau_{j}}\left\|u\left(t_{j+1}\right)-u\left(t_{j}\right)\right\|_{1}\right\}\|u(s)-\tilde{u}(s)\|_{1}\left\|g^{\prime \prime}\left(u\left(t_{j}\right)\right)\right\|_{1} \\
& \leq \max \left\{\int_{t_{j}}^{s}\left\|u^{\prime}(w)\right\|_{1} d w, \frac{s-t_{j}}{\tau_{j}} \int_{t_{j}}^{t_{j+1}}\left\|u^{\prime}(w)\right\|_{1} d w\right\}\|u(s)-\tilde{u}(s)\|_{1}\left\|g^{\prime \prime}\left(u\left(t_{j}\right)\right)\right\|_{1} \\
& \leq M \tau_{j} t_{j+1}^{\sigma+\alpha / 2-1}\|u(s)-\tilde{u}(s)\|_{1} \\
& \leq M \tau t_{j+1}^{\sigma+\alpha / 2-1 / \gamma}\|u(s)-\tilde{u}(s)\|_{1} .
\end{aligned}
$$

## Moreover,

$$
\begin{aligned}
\left\|E_{3, g}(s)\right\|_{1} & \leq M_{1}\left\|\int_{u\left(t_{j}\right)}^{u(s)}(u(s)-u(w))^{2} d u(w)\right\|_{1}+M_{2} \frac{s-t_{j}}{2 \tau_{j}}\left\|\int_{u\left(t_{j}\right)}^{u\left(t_{j+1}\right)}\left(u(w)-u\left(t_{j}\right)\right)^{2} d u(w)\right\|_{1} \\
& \leq M\left[\left(s-t_{j}\right)^{3} s^{3 \sigma+3 \alpha / 2-3}+\frac{s-t_{j}}{\tau_{j}} \tau^{3} t_{j+1}^{3 \sigma+3 \alpha / 2-3 / \gamma}\right] \\
& \leq C \max \left\{\left(s-t_{j}\right)^{3} s^{3 \sigma+3 \alpha / 2-3}, \frac{s-t_{j}}{\tau_{j}} \tau^{3} t_{j+1}^{3 \sigma+3 \alpha / 2-3 / \gamma}\right\}
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
\left\|Q_{n, g}^{e}-Q_{n, g}^{a}\right\|_{1} \leq\left\|I_{1, g}\right\|_{1}+\left\|I_{2, g}\right\|_{1}+\left\|I_{3, g}\right\|_{1} \tag{16}
\end{equation*}
$$

where the terms in the RHS are estimated as

$$
\begin{aligned}
\left\|I_{1, g}\right\|_{1} & \leq \frac{1}{\Gamma(\alpha)} \sum_{j=0}^{n-1} \int_{t_{j}}^{t_{j+1}}\left[\left(t_{n+1}-s\right)^{\alpha-1}-\left(t_{n}-s\right)^{\alpha-1}\right]\left\|E_{1, g}(s)\right\|_{1} d s \\
& \leq C \tau^{2} t_{n+1}^{\sigma+3 \alpha / 2-2 / \gamma}, \text { for } \gamma>\max \left\{\frac{2}{\sigma+\alpha / 2+1}, \frac{2}{\sigma+3 \alpha / 2-3}\right\}
\end{aligned}
$$

$$
\begin{aligned}
\left\|I_{2, g}\right\|_{1} & \leq \frac{1}{\Gamma(\alpha)} \sum_{j=0}^{n-1} \int_{t_{j}}^{t_{j+1}}\left[\left(t_{n+1}-s\right)^{\alpha-1}-\left(t_{n}-s\right)^{\alpha-1}\right]\left\|E_{2, g}\right\|_{1} d s \\
& \leq C \tau \sum_{j=0}^{n-1} t_{j+1}^{\sigma+\alpha / 2-1 / \gamma} \int_{t_{j}}^{t_{j+1}}\left[\left(t_{n+1}-s\right)^{\alpha-1}-\left(t_{n}-s\right)^{\alpha-1}\right]\|u(s)-\tilde{u}(s)\|_{1} d s \\
& \leq C \tau t_{n}^{\sigma+\alpha / 2-1 / \gamma} \sum_{j=0}^{n-1} \int_{t_{j}}^{t_{j+1}}\left[\left(t_{n+1}-s\right)^{\alpha-1}-\left(t_{n}-s\right)^{\alpha-1}\right]\|u(s)-\tilde{u}(s)\|_{1} d s, \text { for } \gamma>\frac{1}{\sigma+\alpha / 2} \\
& \leq C \tau t_{n}^{\sigma+\alpha / 2-1 / \gamma} \tau^{2} t_{n}^{\sigma+3 \alpha / 2-2 / \gamma}, \\
& =C \tau^{3} t_{n}^{2 \sigma+2 \alpha-3 / \gamma}, \text { for } \gamma>\max \left\{\frac{1}{\sigma+\alpha / 2}, \frac{2}{\sigma+\alpha / 2+1}, \frac{2}{\sigma+3 \alpha / 2-3}\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
\left\|I_{3, g}\right\|_{1} & \leq \frac{2}{\Gamma(\alpha)} \sum_{j=0}^{n-1} \int_{t_{j}}^{t_{j+1}}\left(t_{n}-s\right)^{\alpha-1}\left\|E_{3, g}\right\|_{1} d s \\
& \leq C \sum_{j=0}^{n-1} \int_{t_{j}}^{t_{j+1}}\left(t_{n}-s\right)^{\alpha-1} \max \left\{\left(s-t_{j}\right)^{3} s^{3 \sigma+3 \alpha / 2-3}, \frac{s-t_{j}}{2 \tau_{j}} \tau^{3} t_{j+1}^{3 \sigma+3 \alpha / 2-3 / \gamma}\right\} \\
& \leq C \tau^{3} \sum_{j=0}^{n-1} \int_{t_{j}}^{t_{j+1}}\left(t_{n}-s\right)^{\alpha-1} s^{3 \sigma+3 \alpha / 2-3 / \gamma} d s \\
& \leq C \tau^{3} t_{n}^{3 \sigma+3 \alpha / 2-3 / \gamma} .
\end{aligned}
$$

The proof is completed using the estimates for $\left\|I_{1, g}\right\|_{1},\left\|I_{2, g}\right\|_{1}$ and $\left\|I_{3, g}\right\|_{1}$ in Equation (16), where for a sufficiently small $\tau$, the $\tau^{3}$ terms are assumed to be negligible.

Lemma 6. Assume the conditions given in Lemma 5. Then, for a sufficiently small $\tau$, the error bound

$$
\left\|\frac{1}{\Gamma(\alpha)} \int_{t_{n}}^{t_{n+1}}\left(t_{n+1}-s\right)^{\alpha-1}\left(g(u)-\tilde{g}_{1}(u)\right)(s) d s\right\|_{1} \leq C \tau t_{n+1}^{\sigma+\alpha-1 / \gamma}
$$

holds uniformly on [ $t_{n}, t_{n+1}$ ].
Proof. Noting that

$$
g(u(s))-\tilde{g}_{1}\left(u\left(t_{n}\right)\right)=\left(u(s)-u\left(t_{n}\right)\right) g^{\prime}\left(u\left(t_{n}\right)\right)+\int_{u\left(t_{n}\right)}^{u(s)}(u(s)-u(w)) g^{\prime \prime}(u(w)) d u(w)
$$

and

$$
\left\|u(s)-u\left(t_{n}\right)\right\|_{1}=\left\|\int_{t_{n}}^{s} u^{\prime}(w) d w\right\|_{1} \leq\left(s-t_{n}\right) s^{\sigma+\alpha / 2-1}
$$

we have

$$
\left\|\frac{1}{\Gamma(\alpha)} \int_{t_{n}}^{t_{n+1}}\left(t_{n+1}-s\right)^{\alpha-1}\left(g(u)-\tilde{g}_{1}(u)\right)(s) d s\right\|_{1} \leq\left\|I_{1, g_{1}}\right\|_{1}+\left\|I_{2, g_{1}}\right\|_{1},
$$

where

$$
\begin{aligned}
\left\|I_{1, g_{1}}\right\|_{1} & \leq \int_{t_{n}}^{t_{n+1}}\left(t_{n+1}-s\right)^{\alpha-1}\left\|u(s)-u\left(t_{n}\right)\right\|_{1}\left\|g^{\prime}\left(u\left(t_{n}\right)\right)\right\|_{1} d s \\
& \leq C \int_{t_{n}}^{t_{n+1}}\left(t_{n+1}-s\right)^{\alpha-1}\left(s-t_{n}\right) s^{\sigma+\alpha / 2-1} d s \\
& \leq C \tau t_{n+1}^{1-1 / \gamma} \int_{t_{n}}^{t_{n+1}}\left(t_{n+1}-s\right)^{\alpha-1} s^{\sigma+\alpha / 2-1} d s \\
& \leq C \tau t_{n+1}^{\sigma+3 \alpha / 2-1 / \gamma} .
\end{aligned}
$$

Furthermore,

$$
\begin{aligned}
\left\|I_{2, g_{1}}\right\|_{1} & \leq \frac{1}{\Gamma(\alpha)} \int_{t_{n}}^{t_{n+1}}\left(t_{n+1}-s\right)^{\alpha-1}\left\|\int_{u\left(t_{n}\right)}^{u(s)}(u(s)-u(w)) g^{\prime \prime}(u(w)) d u(w)\right\|_{1} d s \\
& \leq C \int_{t_{n}}^{t_{n+1}}\left(t_{n+1}-s\right)^{\alpha-1}\left(s-t_{n}\right)^{2} s^{2 \sigma+\alpha-2} d s \\
& \leq C \tau_{n}^{2} \int_{t_{n}}^{t_{n+1}}\left(t_{n+1}-s\right)^{\alpha-1} s^{2 \sigma+\alpha-2} d s \\
& \leq C \tau^{2} t_{n+1}^{2 \sigma+2 \alpha-2 / \gamma} .
\end{aligned}
$$

We complete the proof using the bounds for $\left\|I_{1, g_{1}}\right\|_{1}$ and $\left\|I_{2, g_{1}}\right\|_{1}$.
Lemma 7. Assume the conditions of Lemma 5. Then, $\tau$ is sufficiently small and we have the estimate

$$
\left\|\frac{1}{\Gamma(\alpha)} \int_{t_{n}}^{t_{n+1}}\left(t_{n+1}-s\right)^{\alpha-1}\left(g(u)-\tilde{g}_{2}(u)\right)(s) d s\right\|_{1} \leq C \tau^{2} t_{n+1}^{\sigma+3 \alpha / 2-2 / \gamma},
$$

for

$$
\gamma>\max \left\{\frac{2}{\sigma+\alpha / 2+1}, \frac{2}{\sigma+3 \alpha / 2-3}\right\}
$$

with $\sigma+3 \alpha / 2>3$.
Proof. The proof follows from Lemma 5 and is omitted.
Theorem 1. Assume the conditions in Lemmas 4-7. Then, the error bounds

$$
\left\|u_{n+1}^{p}-u\left(t_{n+1}\right)\right\|_{1} \leq C \tau \quad \text { and } \quad\left\|u_{n+1}-u\left(t_{n+1}\right)\right\|_{1} \leq C \tau^{2}
$$

hold uniformly on $0 \leq t_{n} \leq T$, for a sufficiently small $\tau$, where $u$, $u^{p}$ are the solutions obtained from the predictor and corrector schemes in (13).

Proof. Noting that $A^{\frac{\beta}{2}}$ is symmetric, positive definite, and using the error bounds obtained in Lemmas 4-7, we obtain

$$
\begin{aligned}
\left\|u\left(t_{n+1}\right)-u_{n+1}^{p}\right\| & \leq\left\|u\left(t_{n}\right)-u_{n}\right\|+\left\|\frac{1}{\Gamma(\alpha)} A^{\frac{\beta}{2}} \int_{t_{n}}^{t_{n+1}}\left(t_{n+1}-s\right)^{\alpha-1}(u-\tilde{u})(s) d s\right\|_{1} \\
& +\left\|\frac{1}{\Gamma(\alpha)} \int_{t_{n}}^{t_{n+1}}\left(t_{n+1}-s\right)^{\alpha-1}\left(g(u)-\tilde{g_{1}}(u)\right)(s) d s\right\|_{1}+\left\|\mathbb{Q}_{n, u}^{e}-\mathbb{Q}_{n, u}^{a}\right\|_{1} \\
& +\left\|\mathbb{Q}_{n, g}^{e}-\mathbb{Q}_{n, g}^{a}\right\|_{1} \\
& \leq\left\|u\left(t_{n}\right)-u_{n}\right\|+C \tau^{2} t_{n+1}^{\sigma+3 \alpha / 2-2 / \gamma}+C \tau t_{n+1}^{\sigma+\alpha-1 / \gamma} \\
& \leq\left\|u\left(t_{n}\right)-u_{n}\right\|+C \tau t_{n+1}^{\sigma+\alpha-1 / \gamma}
\end{aligned}
$$

Similarly,

$$
\left\|u\left(t_{n+1}\right)-u_{n+1}\right\| \leq\left\|u\left(t_{n}\right)-u_{n}\right\|+C \tau^{2} t_{n+1}^{\sigma+3 \alpha / 2-2 / \gamma}
$$

The proof is completed through mathematical induction.

### 3.2. Stability Analysis

Definition 1. The scheme given by (13) is said to be stable if there is $K>0$, independent of $\tau$ and n, so that

$$
\left\|u_{n}-\hat{u}_{n}\right\| \leq K\left\|u_{0}-\hat{u}_{0}\right\|, \quad n=1,2, \cdots, M .
$$

where $u_{n}$ and $\hat{u}_{n}$ satisfy (13) with the initial data $u_{0}$ and $\hat{u}_{0}$.
Lemma 8. If $0<\alpha \leq 1$ and $t_{j}=(j \tau)^{\gamma}, j=0,1, \ldots, n, \gamma \geq 1$ and $\tau=\frac{T^{1 / \gamma}}{N}$. Then, the following estimate holds

$$
a_{j, n} \leq K_{\alpha}\left\{\begin{array}{l}
\frac{\tau_{n}}{\tau_{0}}\left(t_{n+1}-t_{0}\right)^{\alpha}, \quad j=0 \\
\frac{\tau_{n}}{\tau_{j-1}}\left(t_{n+1}-t_{j-1}\right)^{\alpha}, 1 \leq j \leq n-1 \\
\tau_{n-1,}^{\alpha}, \quad j=n
\end{array}\right.
$$

where

$$
K_{\alpha}=\max \left\{\frac{\alpha+1}{\Gamma(\alpha+2)}, \frac{2(\alpha+1)}{\Gamma(\alpha+2)}, 2^{\alpha+1}-\alpha+1\right\}
$$

Proof. For $j=0$, we have

$$
\begin{aligned}
\tau_{0} \Gamma(\alpha+2) a_{0, n} & =\left(t_{n+1}-t_{1}\right)^{\alpha+1}-\left(t_{n}-t_{1}\right)^{\alpha+1}+\left(t_{n}-t_{0}\right)^{\alpha}\left[\left(t_{n}-(\alpha+1) t_{1}\right]\right. \\
& -\left(t_{n+1}-t_{0}\right)^{\alpha}\left[\left(t_{n+1}-(\alpha+1) t_{1}\right]\right. \\
& \leq\left(t_{n+1}-t_{1}\right)^{\alpha+1}-\left(t_{n}-t_{1}\right)^{\alpha+1}
\end{aligned}
$$

With $\xi \in\left(t_{n}, t_{n+1}\right)$ and using the MVT, we have

$$
\tau_{0} \Gamma(\alpha+2) a_{0, n} \leq(\alpha+1) \tau_{n}\left(\xi-t_{1}\right)^{\alpha}
$$

which implies

$$
a_{0, n} \leq \frac{(\alpha+1)}{\Gamma(\alpha+2)} \frac{\tau_{n}}{\tau_{0}}\left(t_{n+1}-t_{1}\right)^{\alpha}
$$

For $1 \leq j \leq n-1$,

$$
\begin{aligned}
\Gamma(\alpha+2) a_{j, n} & =\frac{1}{\tau_{j-1}}\left[\left(t_{n+1}-t_{j-1}\right)^{\alpha+1}-\left(t_{n}-t_{j-1}\right)^{\alpha+1}+\left(t_{n}-t_{j}\right)^{\alpha}\left(t_{n}-t_{j-1}\right)\right. \\
& \left.-\left(t_{n+1}-t_{j}\right)^{\alpha}\left(t_{n+1}-t j-1\right)\right]+\frac{1}{\tau_{j}}\left[\left(t_{n+1}-t_{j+1}\right)^{\alpha+1}-\left(t_{n}-t_{j+1}\right)^{\alpha+1}\right. \\
& \left.+\left(t_{n}-t_{j}\right)^{\alpha}\left(t_{n}-t_{j+1}\right)-\left(t_{n+1}-t_{j}\right)^{\alpha}\left(t_{n+1}-t_{j+1}\right)\right] \\
& \leq \frac{1}{\tau_{j-1}}\left[\left(t_{n+1}-t_{j-1}\right)^{\alpha+1}-\left(t_{n}-t_{j-1}\right)^{\alpha+1}+\left(t_{n+1}-t_{j+1}\right)^{\alpha+1}-\left(t_{n}-t_{j+1}\right)^{\alpha}\right] .
\end{aligned}
$$

Again, applying the MVT, we have

$$
a_{j, n} \leq \frac{2(\alpha+1)}{\Gamma(\alpha+2)} \frac{\tau_{n}}{\tau_{j-1}}\left(t_{n+1}-t_{j-1}\right)^{\alpha}
$$

For $j=n$,

$$
\begin{aligned}
\tau_{n-1} \Gamma(\alpha+2) a_{n, n} & =\left(\tau_{n}+\tau_{n-1}\right)^{\alpha+1}-\tau_{n-1}^{\alpha+1}-\tau_{n}^{\alpha}\left[\tau_{n}+(\alpha+1) \tau_{n-1}\right] \\
& =\tau_{n-1}^{\alpha+1}\left[\frac{\alpha(\alpha+1)}{2!}\left(\frac{\tau_{n-1}}{\tau_{n}}\right)^{1-\alpha}+\frac{(\alpha-1) \alpha(\alpha+1)}{3!}\left(\frac{\tau_{n-1}}{\tau_{n}}\right)^{2-\alpha}+\cdots-1\right] \\
& \leq \tau_{n-1}^{\alpha+1}\left[\frac{\alpha(\alpha+1)}{2!}+\frac{(\alpha-1) \alpha(\alpha+1)}{3!}+\cdots-1\right] \\
& =\left(2^{\alpha+1}-\alpha-2\right) \tau_{n-1}^{\alpha+1}
\end{aligned}
$$

where we have used the generalized binomial theorem to arrive at the last inequality and the fact that $\tau_{j}$ is non-decreasing.

Therefore, $a_{n, n} \leq K_{\alpha} \tau_{n-1}^{\alpha}$.
Lemma 9. Assume that $0<\alpha \leq 1$ and

$$
a_{j, n}=K_{\alpha} \frac{\tau_{n}}{\tau_{j-1}}\left(t_{n+1}-t_{j-1}\right)^{\alpha},(j=1,2, \cdots, n-1),
$$

and

$$
a_{0, n}=K_{\alpha} \frac{\tau_{n}}{\tau_{0}}\left(t_{n+1}-t_{1}\right)^{\alpha}
$$

for $t_{j}=(j \tau)^{\gamma}, j=0,1, \ldots, n, n=1,2, \ldots, M$. Let $g_{0}$ be a positive number and assume the sequence $\left\{\psi_{j}\right\}$ satisfies

$$
\left\{\begin{array}{l}
\psi_{0} \leq g_{0} \\
\psi_{n} \leq \sum_{j=0}^{n-1} a_{j, n} \psi_{j}+C_{0} g_{0}
\end{array}\right.
$$

Then,

$$
\psi_{n} \leq C_{0} g_{0}, \quad n=1,2, \cdots, M
$$

Proof. The proof uses a modification of that of [35] (Lemma 3.3).
Theorem 2. Suppose that $u_{j}(j=1,2, \cdots, N)$ (3) due to Scheme (13) and where $g(u)$ is Lipschitz in $\Omega \times(0, T]$ (with respect to $u$ ). Then, (13) is stable.

Proof. We start by considering a history-term perturbation in the form

$$
\tilde{\mathbb{H}}_{n}^{a}=\sum_{j=0}^{n-1} a_{j, n}\left(-A^{\frac{\beta}{2}} \tilde{u}_{j}+g\left(u_{j}+\tilde{u}_{j}\right)-g\left(u_{j}\right)\right)+a_{n, n}\left(-A^{\frac{\beta}{2}} \tilde{u}_{n}+g\left(u_{n}+\tilde{u}_{n}\right)-g\left(u_{n}\right)\right) .
$$

By using the positive definiteness of $A^{\frac{\beta}{2}}$, the fact that $g(u)$ is Lipschitz continuous, and Lemma 8, we obtain

$$
\left\|\tilde{\mathbb{H}}_{n}^{a}\right\| \leq K\left(\sum_{j=0}^{n-1} a_{j, n}\left\|\tilde{u}_{j}\right\|+\tau_{n}^{\alpha}\left\|\tilde{u}_{n}\right\|\right)
$$

Here, $K$ is assumed to be a positive constant. The perturbation of Equation (13) works out to be

$$
\left\{\begin{aligned}
\tilde{u}_{n+1}^{p} & =\left(\Gamma(\alpha+2) \mathbb{I}+\tau_{n}^{\alpha} A^{\frac{\beta}{2}}\right)^{-1}\left[\left(\Gamma(\alpha+2) \mathbb{I}-\alpha \tau_{n}^{\alpha} A^{\frac{\beta}{2}}\right) \tilde{u}_{n}+\tau_{n}^{\alpha}(\alpha+1)\left(g\left(u_{n}+\tilde{u}_{n}\right)-g\left(u_{n}\right)\right)\right] \\
& +\left(\Gamma(\alpha+2) \mathbb{I}+\tau_{n}^{\alpha} A^{\frac{\beta}{2}}\right)^{-1}\left[\Gamma(\alpha+2) \tilde{\mathbb{H}}_{n}^{a}\right], \\
\tilde{u}_{n+1} & =\left(\Gamma(\alpha+2) \mathbb{I}+\tau_{n}^{\alpha} A^{\frac{\beta}{2}}\right)^{-1}\left[\left(\Gamma(\alpha+2) \mathbb{I}-\alpha \tau_{n}^{\alpha} A^{\frac{\beta}{2}}\right) \tilde{u}_{n}+\tau_{n}^{\alpha} \alpha\left(g\left(u_{n}+\tilde{u}_{n}\right)-g\left(u_{n}\right)\right)\right], \\
& +\left(\Gamma(\alpha+2) \mathbb{I}+\tau_{n}^{\alpha} A^{\frac{\beta}{2}}\right)^{-1}\left[\tau_{n}^{\alpha}\left(g\left(u_{n+1}^{p}+\tilde{u}_{n+1}^{p}\right)-g\left(u_{n+1}^{p}\right)\right)+\Gamma(\alpha+2) \tilde{\mathbb{H}}_{n}^{a}\right] .
\end{aligned}\right.
$$

By the positive definiteness of $A^{\frac{\beta}{2}}$, it follows that $0<C<1$, where

$$
C=\left\|\left(\Gamma(\alpha+2) \mathbb{I}+\tau_{n}^{\alpha} A^{\frac{\beta}{2}}\right)^{-1}\left(\Gamma(\alpha+2) \mathbb{I}-\alpha \tau_{n}^{\alpha} A^{\frac{\beta}{2}}\right)\right\| .
$$

Therefore,

$$
\left\{\begin{array}{l}
\left\|\tilde{u}_{n+1}^{p}\right\| \leq C\left\|\tilde{u}_{n}\right\|+K_{1}\left(\tau_{\max }^{\alpha}\left\|\tilde{u}_{n}\right\|+\tau_{\max }^{\alpha}\left\|\tilde{u}_{n}\right\|+\sum_{j=0}^{n-1} a_{j, n}\left\|\tilde{u}_{j}\right\|\right), \\
\left\|\tilde{u}_{n+1}\right\| \leq C\left\|\tilde{u}_{n}\right\|+K_{2}\left(\tau_{\max }^{\alpha}\left(\left\|\tilde{u}_{n}\right\|+\left\|\tilde{u}_{n+1}^{p}\right\|\right)+\tau_{\max }^{\alpha}\left\|\tilde{u}_{n}\right\|+\sum_{j=0}^{n-1} a_{j, n}\left\|\tilde{u}_{j}\right\|\right),
\end{array}\right.
$$

where $C, K_{1}, K_{2}$ are constants, with $\tau_{\max }=\max \left\{\tau_{j}\right\}_{j=0}^{n}$. We show the remaining part by employing induction. For $n=0$ and a sufficiently small $\tau_{\text {max }}$, it follows that

$$
\left\|\tilde{u}_{1}^{p}\right\| \leq\left\|\tilde{u}_{0}\right\| \text { and }\left\|\tilde{u}_{1}\right\| \leq\left\|\tilde{u}_{0}\right\| .
$$

Suppose that

$$
\left\|\tilde{u}_{j}\right\| \leq\left\|\tilde{u}_{0}\right\|, \quad j=1,2, \cdots, n .
$$

We consider $j=n+1$, for $\tilde{u}_{n+1}^{p}$, that is,

$$
\begin{aligned}
\left\|\tilde{u}_{n+1}^{p}\right\| & \leq C\left\|\tilde{u}_{n}\right\|+K_{1}\left(\tau_{\max }^{\alpha}\left\|\tilde{u}_{n}\right\|+\tau_{\max }^{\alpha}\left\|\tilde{u}_{n}\right\|+\sum_{j=0}^{n-1} a_{j, n}\left\|\tilde{u}_{j}\right\|\right) \\
& \leq C_{0}\left\|\tilde{u}_{n}\right\|+K_{1} \sum_{j=0}^{n-1} a_{j, n}\left\|\tilde{u}_{j}\right\| \\
& \leq\left\|\tilde{u}_{0}\right\|
\end{aligned}
$$

where $0<C_{0}=C+2 K_{1} \tau_{\max }^{\alpha}<1$ for a sufficiently small $\tau_{\max }$, where Lemma 9 has been used.

We have

$$
\begin{aligned}
\left\|\tilde{u}_{n+1}\right\| & \leq C\left\|\tilde{u}_{n}\right\|+K_{2}\left(\tau_{m a x}^{\alpha}\left(\left\|\tilde{u}_{n}\right\|+\left\|\tilde{u}_{n+1}^{p}\right\|\right)+\tau_{m a x}^{\alpha}\left\|\tilde{u}_{n}\right\|+\sum_{j=0}^{n-1} a_{j, n}\left\|\tilde{u}_{j}\right\|\right) \\
& \leq C_{1}\left\|\tilde{u}_{n}\right\|+K_{2} \sum_{j=0}^{n-1} a_{j, n}\left\|\tilde{u}_{j}\right\| \\
& \leq\left\|\tilde{u}_{0}\right\|,
\end{aligned}
$$

where $0<C_{1}=C+3 K_{2} \tau_{\max }^{\alpha}<1$. This completes the proof.

## 4. Numerical Illustrations

Here, we corroborate the analysis through the empirical study of the convergence rate for different test problems. For the examples that we consider in this section, the convergence rate $(C R)$ is given by

$$
C R=\log _{2}\left(\operatorname{Error}_{\frac{M}{2}} / \text { Error }_{M}\right)
$$

where

$$
\operatorname{Error}_{M}=\left\|u_{M}-u_{\frac{M}{2}}\right\|
$$

and $u_{M}$ is the vector of the solution with $M$ mesh points. The numerical examples are the same as those given in Biala and Khaliq [18] and the results for $\gamma=1$ can be found there.

Example 1. We consider

$$
\begin{gathered}
{ }_{c} D_{0, t}^{\alpha} u=-(-\Delta)^{\frac{\beta}{2}} u+g(u), \quad t \in(0,1], x \in[0,1] \\
\varphi(x)=x^{2}(1-x)^{2} .
\end{gathered}
$$

As the initial data $\varphi(x) \in C^{\infty}(\Omega) \cap H_{0}^{1}(\Omega)$, the regularity property in (15) holds true for any $\sigma \in I_{\sigma}=\left(0, \frac{\alpha}{4}\right)$. Consider the problem $g(u)=0$, whose solution can be seen to be

$$
u(x, t)=\sum_{n=1}^{\infty} \frac{4\left(-12+n^{2} \pi^{2}\right)\left(-1+(-1)^{n}\right)}{n^{5} \pi^{5}} E_{\alpha}\left(-(n \pi)^{\beta} t^{\alpha}\right) \sin (n \pi x)
$$

Here, $E_{\alpha}$ is the one-parameter Mittag-Leffler function. Tables 1 and 2 show the error and the convergence rates when $g(u)=0$ and $g(u)=u^{2}$, respectively, using the $L_{2}$ norm. We used a small step size of $d x=0.001$ so that the error in time is dominant. By Theorem 1, we expect to have $O\left(\tau^{2}\right)$ convergence for

$$
\gamma>\max \left(\frac{2}{\sigma+\alpha / 2+1}, \frac{2}{\sigma+3 \alpha / 2-3}\right)=\max \left(\frac{8}{3 \alpha^{-}+4}, \frac{8}{7 \alpha^{-}-12}\right) .
$$

In fact, the second term in the maximum function is not necessary since $0<\alpha \leq 1$. In order not to pepper the text with so many tables with different values of $\gamma>\frac{8}{3 \alpha^{-}+4}$, we show the results for only two values of $\gamma$ (one that is slightly greater than $\frac{8}{3 \alpha^{-}+4}$ and another that is slightly lower) to validate our theoretical order of convergence. We observe that with $\gamma=\frac{8}{3 \alpha+5}$, the $O\left(\tau^{3 / 2+\epsilon}\right)$ for some $\epsilon \in(0,1 / 2)$ is achieved. However, for $\gamma=\frac{8}{3 \alpha+3}$, the $O\left(\tau^{2}\right)$ is obtained, which corroborates our theoretical analysis. These observations are further depicted in Figures 1 and 2, where we fit a linear line for the logarithm (base 10) of $M^{-1}$ and the corresponding errors. The values of the slope in these figures that depict the rates of convergence for different values of $\alpha$ and $\gamma$ further support our theoretical observations.


Figure 1. Log-log error plots for Example 1 with $g(u)=0$, showing the rate of convergence of the scheme.


Figure 2. Log -log error plots for Example 1 with $g(u)=u^{2}$, showing the rate of convergence of the scheme.

Table 1. $g(u)=0$ with $\beta=1.2$.

| $\alpha=\mathbf{0 . 4}$ |  |  |  |  | $\alpha=\mathbf{0 . 8}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\gamma=\frac{8}{3 \alpha+5}$ | CR | Error | CR | Error | CR | Error | CR |  |  |
| $\boldsymbol{M}$ | Error | CR |  | 8 |  |  |  |  |  |  |
| 10 | $1.324 \times 10^{-3}$ |  | $4.925 \times 10^{-4}$ |  | $1.094 \times 10^{-3}$ |  | $9.290 \times 10^{-4}$ |  |  |  |
| 20 | $3.884 \times 10^{-4}$ | 1.7690 | $1.214 \times 10^{-4}$ | 2.0201 | $2.896 \times 10^{-4}$ | 1.9167 | $2.340 \times 10^{-4}$ | 1.9891 |  |  |
| 40 | $1.143 \times 10^{-4}$ | 1.7648 | $2.990 \times 10^{-5}$ | 2.0217 | $7.657 \times 10^{-5}$ | 1.9194 | $5.854 \times 10^{-5}$ | 1.9989 |  |  |
| 80 | $3.367 \times 10^{-5}$ | 1.7629 | $7.328 \times 10^{-6}$ | 2.0287 | $2.021 \times 10^{-5}$ | 1.9216 | $1.459 \times 10^{-5}$ | 2.0046 |  |  |
| 160 | $9.889 \times 10^{-6}$ | 1.7677 | $1.751 \times 10^{-6}$ | 2.0656 | $5.300 \times 10^{-6}$ | 1.9311 | $3.599 \times 10^{-6}$ | 2.0193 |  |  |
| 320 | $2.859 \times 10^{-6}$ | 1.7901 | $3.707 \times 10^{-7}$ | 2.2394 | $1.354 \times 10^{-6}$ | 1.9684 | $8.518 \times 10^{-7}$ | 2.0792 |  |  |

Table 2. $g(u)=u^{2}$ with $\beta=1.6$.

|  | $\alpha=0.3$ |  |  |  | $\alpha=0.7$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\gamma=\frac{8}{3 \alpha+5}$ |  | $\gamma=\frac{8}{3 \alpha+3}$ |  | $\gamma=\frac{8}{3 \alpha+5}$ |  | $\gamma=\frac{8}{3 \alpha+3}$ |  |
| M | Error | CR | Error | CR | Error | CR | Error | CR |
| 10 | $9.400 \times 10^{-4}$ |  | $2.356 \times 10^{-4}$ |  | $6.739 \times 10^{-4}$ |  | $3.985 \times 10^{-4}$ |  |
| 20 | $2.804 \times 10^{-4}$ | 1.7450 | $5.495 \times 10^{-5}$ | 2.1002 | $1.854 \times 10^{-4}$ | 1.8621 | $1.009 \times 10^{-4}$ | 1.9823 |
| 40 | $8.348 \times 10^{-5}$ | 1.7482 | $1.259 \times 10^{-5}$ | 2.1258 | $5.089 \times 10^{-5}$ | 1.8649 | $2.523 \times 10^{-5}$ | 1.9991 |
| 80 | $2.454 \times 10^{-5}$ | 1.7664 | $2.655 \times 10^{-6}$ | 2.2456 | $1.398 \times 10^{-5}$ | 1.8638 | $6.285 \times 10^{-6}$ | 2.0051 |
| 160 | $6.914 \times 10^{-6}$ | 1.8276 | $3.816 \times 10^{-7}$ | 2.7986 | $3.839 \times 10^{-6}$ | 1.8646 | $1.564 \times 10^{-6}$ | 2.0071 |
| 320 | $1.709 \times 10^{-6}$ | 2.0161 | $9.071 \times 10^{-8}$ | 2.0728 | $1.052 \times 10^{-6}$ | 1.8676 | $3.885 \times 10^{-7}$ | 2.0090 |

Example 2. Let us consider a two-dimensional time-space reaction-diffusion problem of fractional order

$$
\begin{gathered}
{ }_{c} D_{0, t}^{\alpha} u=-(-\Delta)^{\frac{\beta}{2}} u+g(u), \quad t \in(0,1], \quad(x, y) \in[0,1] \times[0,1] \\
u(x, y, 0)=x y(1-x)(1-y)
\end{gathered}
$$

with a Dirichlet homogeneous boundary condition. We first solve the problem when $g(u)=0$. The solution in this case is given in Yang et al. [36], by

$$
\begin{aligned}
u(x, y, t) & =\sum_{n=1}^{\infty} \sum_{m=1}^{\infty} E_{\alpha}\left(-\lambda_{n, m}^{\frac{\beta}{2}} t^{\alpha}\right) c_{n, m} \phi_{n, m}(x, y) . \\
\lambda_{n, m} & =\left(n^{2}+m^{2}\right) \pi^{2}, \\
\phi_{n, m}(x, y) & =2 \sin (n \pi x) \sin (n \pi y), \\
c_{n, m} & =\int_{0}^{1} \int_{0}^{1} u v(1-u)(1-v) \phi_{n, m}(u, v) d u d v .
\end{aligned}
$$

A space-step size of $d x=0.008$ (for CPU memory constraints) is used in this problem. Similar to the 1D problem, the results here (see Tables 3 and 4 ) show that the $O\left(\tau^{2}\right)$ order of convergence is achieved when $\gamma>\frac{8}{3 \alpha^{-}+4}$. Figure 3 shows the exact and numerical solutions with $\beta=1.4$ and $\alpha=0.2$.


Figure 3. Plots of exact (left) and numerical solutions (right) with $\beta=1.4$ and $\alpha=0.2$.
Table 3. $g(u)=0$ with $\beta=1.4$.

|  | $\alpha=0.2$ |  |  |  | $\alpha=0.6$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\gamma=\frac{8}{3 \alpha+5}$ |  | $\gamma=\frac{8}{3 \alpha+3}$ |  | $\gamma=\frac{8}{3 \alpha+5}$ |  | $\gamma=\frac{8}{3 \alpha+3}$ |  |
| M | Error | CR | Error | CR | Error | CR | Error | CR |
| 10 | $1.369 \times 10^{-2}$ |  | $3.031 \times 10^{-3}$ |  | $1.316 \times 10^{-2}$ |  | $6.117 \times 10^{-3}$ |  |
| 20 | $4.178 \times 10^{-3}$ | 1.7126 | $6.349 \times 10^{-4}$ | 2.2554 | $3.441 \times 10^{-3}$ | 1.9352 | $1.368 \times 10^{-3}$ | 2.1609 |
| 40 | $1.270 \times 10^{-3}$ | 1.7176 | $1.299 \times 10^{-4}$ | 2.2886 | $9.647 \times 10^{-4}$ | 1.8346 | $3.370 \times 10^{-4}$ | 2.0209 |
| 80 | $3.804 \times 10^{-4}$ | 1.7395 | $1.953 \times 10^{-5}$ | 2.7343 | $2.666 \times 10^{-4}$ | 1.8556 | $7.703 \times 10^{-5}$ | 2.1293 |
| 160 | $1.076 \times 10^{-4}$ | 1.8225 | $6.519 \times 10^{-6}$ | 1.5829 | $6.912 \times 10^{-5}$ | 1.9473 | $1.234 \times 10^{-5}$ | 2.6424 |

Table 4. $g(u)=u^{3}$ with $\beta=1.8$.

| $\alpha=\mathbf{0 . 5}$ |  |  |  |  | $\alpha=0.9$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\gamma=\frac{8}{3 \alpha+5}$ |  | $\gamma=\frac{8}{3 \alpha+3}$ |  | $\gamma=\frac{8}{3 \alpha+5}$ | $\gamma=\frac{8}{3 \alpha+3}$ |  |  |  |  |  |
| $\boldsymbol{M}$ | Error | CR | Error | CR | Error | CR | Error | CR |  |  |  |
| 10 | $1.049 \times 10^{-2}$ |  | $6.170 \times 10^{-3}$ |  | $5.917 \times 10^{-3}$ |  | $2.970 \times 10^{-2}$ |  |  |  |  |
| 20 | $2.962 \times 10^{-3}$ | 1.8250 | $6.315 \times 10^{-4}$ | 3.2883 | $1.551 \times 10^{-3}$ | 1.9312 | $1.697 \times 10^{-3}$ | 4.1296 |  |  |  |
| 40 | $8.509 \times 10^{-4}$ | 1.7993 | $1.549 \times 10^{-4}$ | 2.0278 | $4.060 \times 10^{-4}$ | 1.9341 | $8.376 \times 10^{-5}$ | 4.3404 |  |  |  |
| 80 | $2.454 \times 10^{-4}$ | 1.7937 | $3.790 \times 10^{-5}$ | 2.0307 | $1.047 \times 10^{-4}$ | 1.9556 | $1.807 \times 10^{-5}$ | 2.2127 |  |  |  |
| 160 | $7.107 \times 10^{-5}$ | 1.7880 | $9.292 \times 10^{-6}$ | 2.0244 | $2.690 \times 10^{-5}$ | 1.9600 | $4.539 \times 10^{-6}$ | 1.9933 |  |  |  |

## 5. Conclusions

In this work, we developed a numerical scheme over time-graded meshes for nonlinear time-space fractional reaction-diffusion equations. The analysis uses the regularity properties of the solutions of the proposed equations and an $O\left(\tau^{2}\right)$ order of convergence is achieved. The regularity properties of the solution to this class of problem are used to improve the convergence properties of the proposed numerical scheme on time-graded meshes. The stability results are discussed and proved. Furthermore, the sharp error estimates for an optimal $O\left(\tau^{2}\right)$ rate of convergence are proved. Some examples are provided to demonstrate the efficiency and accuracy of our proposed scheme across different values of the fractional order $\alpha$.
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