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Abstract: This paper generalizes the integer-order model of the tumour growth into the fractional-
order domain, where the long memory dependence of the fractional derivative can be a better fit for
the cellular response. This model describes the dynamics of cancer stem cells and non-stem (ordinary)
cancer cells using a coupled system of nonlinear integro-differential equations. Our analysis focuses
on the existence and boundedness of the solution in correlation with the properties of Mittag-Leffler
functions and the fixed point theory elucidating the proof. Some numerical examples with different
fractional orders are shown using the finite difference scheme, which is easily implemented and
reliably accurate. Finally, numerical simulations are employed to investigate the influence of system
parameters on cancer progression and to confirm the evidence of tumour growth paradox in the
presence of cancer stem cells.

Keywords: system of integro-differential equation; fractional derivative; tumor growth paradox;
cancer stem cell; Mittag-Leffler function; fixed-point theory

1. Introduction

Cancer is one of the most complex diseases of the 21st century, characterized by the
uncontrolled growth of abnormal cells in any organ of the body. Using mathematical
models, we are able to simulate cancer mechanisms, propose and validate hypotheses, and
develop therapeutic protocols; in other words, we can use mathematical models to forecast,
realize, and improve cancer treatment. Generally, cancer treatment aims to eliminate as
many non-stem cancer cells (NSCCs) as possible while minimizing damage to healthy cells
around them. In the absence of correct elimination of enough cancer stem cells (CSCs),
cancer therapies may fail to eliminate the tumour, and this strategy may fail. The “tumour
growth paradox” occurs when cancer cells are subjected to an immune response or cytotoxic
treatment; however, the tumour grows at a faster rate when the cancer cells die. In contrast,
these processes cannot eliminate CSCs, and therapy may lead to increased tumour size
instead [1,2].

Many papers have been proposed to describe the tumour evolution in the existence
of cancer stem cells (CSCs) [1–6]. Hillen et al. [2] presented the birth-jump model as the
following integro-differential system of PDEs in 2013 to explain the CSCs and NSCCs
dynamics. The model includes that stem and non-stem cancer cells duplicate until some
homeostatic state is achieved. Stem cells are sensitive to the total tumour size, whereas
non-stem cancer cells only increase by nutrient limitation.
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Considering the integro-differential system of PDEs in the following manner:

∂u(x, t)
∂t

= Du∆u + γδ
∫

Ω
Ku
(
x, y, p(x, t)

)
u(y, t)dy,

∂v(x, t)
∂t

= Dv∆v− αv(x, t) + γ(1− δ)
∫

Ω
Ku
(
x, y, p(x, t)

)
u(y, t)dy+

ρ
∫

Ω
Kv
(
x, y, p(x, t)

)
v(y, t)dy.

(1)

The initial conditions (ICs) are prescribed as:

u(x, 0) = u0(x) ≥ 0,

v(x, 0) = v0(x) ≥ 0,

u0(x) + v0(x) ≤ 1, x ∈ Ω.

Borsi and Fasano explored the system (1) and proved the unique and bounded so-
lution’s existence as well as presented helpful results in the local and global existence of
the solutions [3,4]. Additionally, Maddalena [5,7] investigated the stability of steady states
about the above system and proved that a limited invariant set exists in the positive zone,
giving a global solution.

In recent years, the mathematical modelling of infectious disease as a fractional-order
system of equations has increased concentration [8–11]. As fractional-order models are
more factual than integer-order models, mathematicians are motivated to apply fractional-
order ones. This paper presents a model describing memory effects (time) and nonlocal
phenomena (space) accurately. One of the most important benefit of fractional-order models
is the reduction of errors associated with the omission of parameters in natural phenomena.
We apply time-fractional derivatives to simulate tumour evolution in the presence of cancer
stem cells. This model is the generalization of integer-order model (1) which was analyzed
by Hillen [2]. The objective of this study is to investigate the sensitivity of the cancer growth
paradox to the different mortality rates of NSCCs and demonstrate that the paradox occurs
for different parameter values in the proposed model.

This paper is organized as follows. Section 2 describes some basic fractional calculus
definitions. Section 3 proposes the fractional-order model. Section 4 shows some properties
of global and local uniqueness and existence, positivity, and boundedness of solutions.
Section 5 reports the numerical results in order to confirm the cancer growth paradox.
Finally, Section 6 summarizes the concluding remarks.

2. Basic Definitions

Fractional calculus is an efficient tool for simulating biological systems. The fractional-
order derivation has been defined in several ways such as the Riemann–Liouville definition,
the Caputo definition, the Riesz derivative, the local fractional derivative, He’s fractional
derivative, conformable fractional derivative and so on [12–16]. A Riemann–Liouville
definition and a Caputo definition are the most commonly used [17–23]. Some basic
fractional calculus definitions and notations have been given in this section.

Definition 1. The Riemann–Liouville fractional (RL) integral operator Iβ f of order β for a con-
tinuous function f ∈ L1[0, t], s ∈ [0, t] (as usual L1 is the set of Lebesgue integrable functions) is
presented as

Iβ f (t) =
1

Γ(β)

∫ t

0
(t− s)β−1 f (s)ds,

in which Γ(·) is the well-known Euler’s Gamma function.



Fractal Fract. 2023, 7, 27 3 of 14

Definition 2. The inverse of Iβ f (t) operator, is the RL fractional derivative :

Dβ f (t) =
1

Γ(n− β)

(
d
dt

)n ∫ t

0
(t− s)n−β−1 f (s)ds. (2)

An alternative illustration of the fractional derivative received after changing differen-
tiation and integration in (2).

Definition 3. The Caputo’s time fractional derivative operator Dβ of order β for a function f is
defined as:

Dβ f (t) =
1

Γ(n− β)

∫ t

0
(t− s)n−β−1 f (n)(s)ds,

where β ∈ (n− 1, n), n ∈ N. Particularly, when β ∈ (0, 1) it holds:

Dβ f (t) =
1

Γ(n− β)

∫ t

0

f ′(s)
(t− s)β

ds.

Both the Caputo and the Riemann–Liouville derivatives are mainly used in fractional
differential equations (FDEs). In the former, the initial value of the fractional-order differen-
tial equation with Caputo derivative is similar to the integer-order differential equation
and is not determined locally at time t. Considering the initial value conditions imposed
on the fractional differential equation and the nature of the problem, we choose one of the
above definitions. Caputo reformulated the definition of the Riemann-Liouville fractional
derivative by switching the order of the ordinary derivative with the fractional integral
operator. Thus, the Caputo derivative’s Laplace transform depends on integer order initial
conditions, whereas Riemann–Liouville fractional derivatives depend on fractional order
initial conditions. Using the Caputo fractional derivative allows the formulation of the
problem to include traditional initial and boundary conditions [24,25]. We consider the
Caputo derivative with fractional-order instead of integer-order derivative throughout this
paper to reformulate and analyze the system (1).

Definition 4. The well-known Mittag-Leffler function of order β is defined by

Eβ(z) :=
∞

∑
n=0

zn

Γ(nβ + 1)
, β > 0, z ∈ C, (3)

where the series convergent in the whole complex plane. This function has been introduced by
Mittag-Leffler and is a direct generalization of the exponential function. Immediately notice that for
β = 1, we have the exponential series

E1(z) =
∞

∑
n=0

zn

Γ(n + 1)
=

∞

∑
j=0

zn

n!
= exp(z), z ∈ C.

which is the exponential function [26].

Among the various results on Mittag-Leffler functions, the critical one dealing with
asymptotic expansions of these functions is directly practical in the solution of the FDEs
and the analysis of the behaviour of the solution for large and small values of the argu-
ment. Simply to say, physical laws could control derivations of physical phenomena from
exponential behaviour through Mittag-Leffler functions.
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3. The Fractional Model

The integer-order model of tumour growth based on the CSCs was proposed by
Ref. [2] as an integral-partial differential system (1). This paper discusses the generalized
fractional-order model of tumour growth. Fractional-order elements have the following
two main advantages:

• The fractional derivative is a long-term operator, which means that the system response
at any time will be affected by all previous responses. Additionally, the fractional-
order parameter could control the dependence on the previous response (i.e., memory).
When the order is small, the system uses the previous cases more often than it does
when the order gets closer to one. As the order gets closer to one, the system will have
a shorter memory dependence.

• Using fractional-order parameters enhances the system performance by increasing the
degree of freedom. This allows the system to extend to a larger area.

Thus, we replace the first-order derivatives with the Caputo fractional derivative
and assume that there is no diffusion term, like [3]. Several interpretations of fractional
calculus exist [12,27] However, they are usually abstract and lack physical intuition. The
interpretation we have provided is therefore the most useful interpretation available for
fractional calculus. A key component of these interpretations is the concept of memory. A
memoryless system is one whose output depends only on its input at each time t. However,
when the output depends on the previous value of the input, such systems are said to
be memory systems. Since fractional derivatives rely on long memory, they can provide
a better fit for cellular response. Furthermore, we consider a positive coefficient 1

λ1−β

including λ as an auxiliary parameter to prevent dimensional mismatching [28]. Therefore,
the system can be reduced to the following form:

1
λ1−β

(∂βu(x, t)
∂tβ

)
= γδ

∫
Ω

Ku
(
x, y, p(x, t)

)
u(y, t)dy, (4)

1
λ1−β

(∂βv(x, t)
∂tβ

)
= −αv(x, t) + γ(1− δ)

∫
Ω

Ku
(
x, y, p(x, t)

)
u(y, t)dy

+ ρ
∫

Ω
Kv
(
x, y, p(x, t)

)
v(y, t)dy. (5)

The ICs are given as :

u(x, 0) = u0(x) ≥ 0, (6)

v(x, 0) = v0(x) ≥ 0, (7)

u0(x) + v0(x) ≤ 1, x ∈ Ω. (8)

• The term K(x, y, p(x, t)) shows the probability density of the tumour cell (CSCs or
NSCCs) that a mother cell located at y generates a daughter cell at the position x. As
cell distribution only takes place inside the domain Ω, the kernel of integral equals
zero for all x /∈ Ω. Note that K(x, y, p(x, t)) ≤ 1, since it is impossible to distribute
more than one cell per cell cycle. Let

∫
Ω

K(x, y, p(x, t))dy ≤ 1, because this integra-

tion represents the total distribution of the cells in the whole domain. Furthermore,
K(x, y, p(x, t)) stands for a monotonically decreasing function (with the variables x
and y). Due to the fact that the probability increases when the cells are close to each
other and decreases when the cells are far apart. Thus, the distribution kernel depends
on the total cell population at x, i.e., p(x, t), causes the volume effect, which describes
the more value of p is at node (x, t), the lower probability of the cell generation is at
that one node [4]. Therefore, the integral kernel can be considered separable:

K(x, y, p(x, t)) = F(p(x, t))K(x, y),
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in which 0 ≤ K ∈ C(Ω×Ω). It should be noticed that F(p) ∈ C1 is a non-increasing,
non-negative and strictly decreasing when p = 1. F(p) denotes continuous Lipschitz
function in [0, 1] including F(0) = 1, F(1) = 0. We suppose that function K(x, y)
shows the distance between the two nodal points x and y, that is, K(x, y) = K(|x− y|),
x, y ∈ Ω ⊂ Rn. Furthermore, we can consider the arguments of K(x, y) with “small”
variances. An obvious example is the Gaussian distribution kernel

K(x, y) =
1

σ
√

π
exp

(
(x− y)2/σ2

v

)
• The terms v(x, t) and u(x, t) denote the density of CSCs and CCs, respectively and

also p(x, t) = v(x, t) + u(x, t) shows the density of tumour cells.

Table 1 lists the meanings of the parameters in the above system. Figure 1 shows
distinction between CSC-targeted therapy and NSCC-targeted therapy.

Table 1. Names and descriptions of parameters.

Parameter Value Description

β (0, 1] fractional order of time derivative

δ [0, 1] fraction of symmetrical mitosis for CSCs

α (0, ∞) mortality rate of NSCCs

Du [0, ∞) diffusion coefficients of NSCCs

Dv [0, ∞) diffusion coefficients of CSCs

ρ (0, ∞) republication rate of NSCCs

γ (0, ∞) republication rate of CSCs

λ (0, ∞) auxiliary parameter

Figure 1. The distinction between CSC-targeted therapy and NSCC-targeted (traditional) therapy.
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4. Existence and Uniqueness Analysis

The current section is devoted to showing the dependence of the ICs on the existence
of the solutions. As a next step, we prove the uniqueness, existence, and boundedness of
the local and global solutions for the proposed mathematical tumour growth model.

Lemma 1. Under assumption (6) any solution of (4) and (5) has a priori bound.

Proof. We define the following norms to obtain prior estimates on bounds of v and u.∥∥u(x, t)
∥∥

t = max
Ω̂×[0,t]

|u(x, s)|,
∥∥v(x, t)

∥∥
t = max

Ω̂×[0,t]
|v(x, s)|.

Applying the RL fractional integral operator with order β to both sides of (4) and
taking maximum value of F, we find

∥∥u(x, t)
∥∥

t ≤ max
x∈Ω̂
|u0|+

γδ

Γ(β)

∫ t

0
(t− s)β−1‖u‖sds.

The generalized Gronwall’s inequality [29] results in∥∥u(x, t)
∥∥

t ≤ max
x∈Ω̂
|u0| Eβ

(
γδtβ

)
≡ U(t), (9)

in which Eβ represents the Mittag-Leffler function stated in (3). Moreover, for v, we deduce

Dβv(x, t) ≤ γ(1− δ)‖u‖t + ρ‖v‖t + αV(x, t)

and

∥∥v(x, t)
∥∥

t ≤
(

max
x∈Ω̂
|v0|+

tβ

βΓ(β)
γ(−δ + 1)max

Ω̂
|u0| E

(
γδtβ

))
Eβ

(
(ρ + α)tβ

)
≡ V(t). (10)

We show that the solutions of the proposed system (4) and (5) are dependent on the
initial values. Moreover, we obtain a rough estimation of V(t) and U(t) for v and u, which
are growing in time.

Theorem 1. Suppose that u(i) and v(i) be a set of solutions of (4) and (5) with ICs u(i)
0 and v(i)0

i = 1 and 2. If ∆u = u(2) − u(1) and ∆p = ∆u + ∆v. Then, there exists an upper bound for
‖∆p‖t.

Proof. In the same way, which is used in the above lemma, we obtain the upper bound
for ‖∆u‖t. we add and subtract the following term to form ∆p and replace the maximum
values of u(i).

±δγ
∫
Ω

Ku(x, y)F
(

p(2)(x, t)
)
u(1)(y, t)dy,

In view of Lipschitz assumptions on F, we find

Dβ
t
(
u(2) − u(1)) ≤ γδ‖∆u‖t + γδL‖∆p‖tU(t). (11)
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Applying the fractional RL integral operator to both sides of (11)

‖∆u‖t ≤ max
Ω
|∆u0|+

γδ

Γ(β)

∫ t

0
(t− s)β−1‖∆u‖s ds +

γδLU(t)
Γ(β)

∫ t

0
(t− s)β−1‖∆p‖s ds, . (12)

In a similar procedure for the function v we have

‖∆v‖t ≤ max
Ω
|∆v0|+

L
(
δ(1− δ)U(t) + ρV(t)

)
Γ(β)

t∫
0

(t− s)β−1‖∆p‖s ds+

(
1− δ

)
γ

Γ(β)

∫ t

0
(t− s)β−1‖∆u‖s ds, (13)

where U(t) and V(t) stands for the upper estimate for u(i) and v(i), i = 1, 2 given by
previous lemma and L denotes the Lipschitz constant value of F(p). When we combine (12)
and (13) we arrive at the following estimation for ‖∆u‖t + ‖∆v‖t by applying Grownwall’s
inequality[29]:

‖∆u‖t + ‖∆v‖t ≤ max
Ω
|∆u0 + ∆v0| Eβ

(
[L(γU(t) + ρV(t)) + α + ρ + γ]tβ

)
, (14)

which implies

‖∆p‖t ≤ max
Ω
|∆u0 + ∆v0| Eβ

(
G(t)tβ

)
, (15)

for the known function G. We obtain the upper bound for ‖∆p‖t and the theorem is
proved.

Corollary 1. The system of integral Equations (4) and (5) possess a unique solution.

Remark 1. If we consider a non-fractional case (β = 1), the entire integral on the RHS of (12)
and (13) disappear. Then, we can apply the fact that, if the solution of the initial value problem (IVP)
u(x, t1) is known at a specific moment t1, then we can obtain the solution in a small neighbourhood
of time u(x, t1 + h) exclusively based on u(x, t1). This remark represents the apparent property of
locality for the integer-order derivative operator, which is applied as a classical method for solving
integer-order differential equations numerically, as we see in [3]. The situation is completely different
in fractional mode (0 < β < 1). It is essential to consider the entire range of u from t = t0 up to
the desired point t = t1 + h for finding the solution u(x, t1 + h). Of course, here, as we want to
determine an upper bound, we substitute the maximum integral value. This observation motivates
us to apply numerical procedures to model interesting real-world phenomena as a fractional-order
system of equations. Therefore, integer-order differential equations are practical mechanisms for
modelling systems without memory. Fractional-order equations, however, are the most accurate
option for describing systems with a memory effect, which implies that their situation is not only
dependent on time and place but also on previous situations, such as our considered system.

The asymptotic behaviour of local solutions caused the problem to be a purely nonlocal
one. Sharp estimation on the upper bound of v and u is given in the Lemma 2 which is
a prerequisite to proving the global uniqueness of the solution. Our proof uses methods
similar to [3].
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Lemma 2. let (w, z) ∈
[
Ω × [t1, t1 + h]

]2 is non-trivial solutions of (4) and (5) for some
0 < t1 < t1 + h, h 6= 0 and p = w + z.

(1) if w(t1, x) ≥ 0 and z(t1, x) ≥ 0, ∀ x ∈ Ω then w(t, x) ≥ 0 and z(t, x) ≥ 0 when
t ∈ [t1, t1 + h].

(2) Suppose that 0 ≤ w(t, x) ≤ 1 and 0 ≤ z(t, x) ≤ 1, ∀ x ∈ Ω, then (i) if w(t1, x̂) =
p(t1, x̂) = 1 when x̂ ∈ Ω then, w(t, x̂) = 1, z(t, x̂) = 0 when t ∈ [t1, t1 + h]. (ii) if
w(t, x̂) < 1 when x̂ ∈ Ω then, w(t, x̂) < 1 when t ∈ [t1, t1 + h].

(3) if p(t1, x̂) < 1 when x̂ ∈ Ω then, p(t, x̂) ≤ 1 when t ∈ (t1, t1 + h).
(4) if z(t1, x̂) < 1 when x̂ ∈ Ω then, z(t, x̂) ≤ 1 when t ∈ (t1, t1 + h).

Proof. (1) Suppose that there exists ε ∈ (0, 1) such that 0 < ε ≤ w(x, t1). Since w(x, t1) > 0,

so Dβw(x,t1)
∂t1

> 0. Hence, we deduce using Theorem 2.2 of [26] that u is non-decreasing.
If w(x, 0) = z(x, 0) = 0 previous corollary ensure that w(x, t) = z(x, t) = 0. In the
other words, if w(x, 0) = z(x, 0) = 0 then w and z are equal zero almost everywhere.
The positivity of z follows using the method in [30].

(2) To prove (i) recalling previous part we note that w is non-negative, so Dβw(t,x̂)
∂t ≥ 0 for

all t ∈ (t1, t1 + h). Therefore, one can conclude that when w(t1, x̂) = 1 and Dβw(t,x̂)
∂t ≥ 0

hence w is non-decreasing, so we have w(t, x̂) ≥ 1, ∀ t ∈ (t1, t1 + h). As previous part
guarantees z(x̂, t) ≥ 0, we deduce p(t, x̂) ≥ 1 and F(p(t, x̂)) = 0 for (t1, t1 + h) by

definition. This implies that Dβw(t,x̂)
∂t ≥ 0 and w(t, x̂) = 1 ∀ t ∈ (t1, t1 + h).

To show (ii), let t̄ ∈ (t1, t1 + h) represent first time, so that w(t̄, x̂) = 1. From the first
part, we conclude that :

z(t, x̂) ≥ 0, 0 ≤ w(t, x̂) ≤ p(t, x̂), t ∈ [t1, t1 + h],

because of
∫
Ω

K(x, y) ≤ 1, we obtain:

z(t, x̂) ≥ 0, 0 ≤ Dβw(t, x̂)
∂t

≤ δγF(w(t, x̂)), t ∈ [t1, t1 + h].

By assumption of the continuous Lipschitz on F and F(1) = 0, in the next step, we
conclude that w cannot reach the equilibrium point i.e., w = 1, in a finite time.

(3) The previous part demonstrates that w(t, x̂) < 1 for t ∈ (t1, t1 + h). Consider
t̄ ∈ (t1, t1 + h) is the first time so that p(t̄, x̂) = 1, so z(t̄, x̂) > 0 implies that
pt(t̄, x̂) = −αz(t̄, x̂) < 0 which leads to contradiction.

(4) we proceed with a similar argument as adopted in part (3).

Theorem 2. Under the assumptions of the system of integral Equations (4) and (5), there exists a
unique global solution for the system.

Proof. We first note that Lemma 1 asserts u and v are continuously dependent on initial
data. To prove our desired existence result and the uniqueness of this solution, we consider
a non-empty space ΛT = [C(Ω̂× [0, T])]2 as set of (u, v) ∈ ΛT which

ΛT = {(u, v) : ‖u‖T ≤ U(T), ‖v‖T ≤ V(T), u(x, 0) = u0, v(x, 0) = v0}.

in which U(T) and V(T) obtained from (9) and (10).
Define the map Φ : ΛT → ΛT . Since T may be chosen small enough, we apply

Lemma 2 and derive existence and uniqueness globally.
Considering a pair (u, v) ∈ ΛT to form p = u + v and finding a solution (ũ, ṽ)

satisfy that
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1
λ1−β

(
∂βũ(x, t)

∂tβ

)
= γδF

(
p(x, t)

) ∫
Ω

K(x, y)ũ(y, t)dy, (16)

1
λ1−β

(
∂β ṽ(x, t)

∂tβ

)
= −αṽ(x, t) + (1− δ)γF

(
p(x, t)

) ∫
Ω

K(x, y)ũ(y, t)dy + ρF
(

p(x, t)
) ∫

Ω

K(x, y)ṽ(y, t)dy. (17)

We adopt (Ref. [12], Theorem 3.1) that guarantees the existence of a solution for the
above system. Solving (17) is equivalent to finding a fixed point (u, v) of the mapping Φ.
Therefore, we derive

‖Φ(u(2), v(2))−Φ(u(1), v(1))‖T ≤ K‖(u(2), v(2))− (u(1), v(1))‖T

‖(ũ(2), ṽ(2))− (ũ(1), ṽ(1))‖T ≤ K‖(u(2), v(2))− (u(1), v(1))‖T (18)

‖∆ũ‖T + ‖∆ṽ‖T ≤ K
(
‖∆u‖T + ‖∆v‖T

)
,

where (u(2), v(2)), (u(1), v(1)) ∈ ΛT and 0 < K < 1. By the same techniques that were
employed for Theorem 1, we obtain the following estimation

‖∆ũ‖t + ‖∆ṽ‖t ≤ G(t)
∫ t

0
(t− s)β−1(‖∆u‖s + ‖∆v‖s

)
ds (19)

+
c

Γ(β)

∫ t

0
(t− s)β−1(‖∆ũ‖s + ‖∆ṽ‖s

)
ds,

for 0 ≤ t ≤ T.
Then applying the generalized Grownwall inequality [29] leads us to

‖∆ũ‖t + ‖∆ṽ‖t ≤ Eβ(c tβ)G(t)
[ ∫ t

0
(t− s)β−1(‖∆u‖s + ‖∆v‖s

)
ds
]

, (20)

‖∆ũ‖t + ‖∆ṽ‖t ≤ H(t)
(
‖∆u‖t + ‖∆v‖t

)
. (21)

Since H(t) is T-dependent bounded, we can select T in such a way that T becomes
as close to zero as we desire in (18), and convert the mapping Φ to a contraction one. We
have verified the existence of the system for sufficiently small T, so v(x, T) and u(x, T)
fulfill similar assumptions as v0(x) and u0(x). In the view of the boundedness of K
and nonlinearity of F, the argument can be iterated so we can show the global-in-time
existence.

5. Numerical Simulations

Tumour growth models do not have a simple closed-form solution; therefore, the
numerical techniques are helpful to solve such models approximately. This section provides
illustrative examples to confirm two main results on the system (4) and (5). Firstly, represent
the confirmation of the tumour growth paradox, i.e., the higher mortality rate of NSCCs
leads to an accelerated spread of CSCs in the proposed model. This paradox was recognized
in the cellular automaton model of [2,4]. Here we verify that the tumour growth paradox
exists not only for integer-order but also for the fractional-order formulation. Secondly, by
considering the effect of fractional order β on the dynamic of the tumour growth model,
we conclude several numerical simulations are changing the value of β, which shows
that a slight change of value affects the density of cancer cells around the center of the
tumour. The obtained results are in perfect agreement with the data observed in previous
studies [2–5,7]. We show that fractional-order model approaches are very convenient and
efficient, with high accuracy. It may lead to a real solution by changing the order of the
derivative to fractional.
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Garrappa demonstrated one of the most important applications of Caputo’s derivative
in Fractional Differential Equations(FDEs). Caputo’s derivatives are initially formulated
without fractional derivatives in ICs, unlike FDEs with RL derivatives, which use non-
integer derivatives[31]. Based on the numerical technique given in [31], we use the gen-
eralization of the standard trapezoidal rule to obtain a numerical solution for the system
of FDEs. Let the spatial domain Ω = [−l, l] be divided in to m − 1 equal subregions
and the temporal interval [0, T], simplify the expressions at the mesh point (xi, tj) as (i, j).
Furthermore, we take the auxiliary parameter λ to equate one. So, the main problem (4)
and (5) yields to:

u(i, j) = Tm−1[u0](tj) + (∆t)β∆x δγ
n−1

∑
j=1

m−1

∑
k=1

b̃β
n−j−1K(xi, yk, p(i, j))u(yk, tj), (22)

v(i, j) = Tm−1[v0](tj)− αv(i, j− 1) + (∆t)β∆x
[

γ(1− δ)
n−1

∑
j=1

m−1

∑
k=1

b̃β
n−j−1K(xi, yk, p(i, j))u(yk, tj)

+ ρ
n−1

∑
j=1

m−1

∑
k=1

b̃β
n−j−1K(xi, yk, p(i, j))v(yk, tj)

]
, (23)

where ∆x = 2l
m−1 , ∆t = T

n−1 , Tm−1[u0](tj) =
n−1
∑

j=0

(tj−t0)
j

j! u(j)
0 , Tm−1[v0](tj) =

n−1
∑

j=0

(tj−t0)
j

j! v(j)
0

and b̃β
n = (n+1)β−nβ

Γ(β+1) . For more detail about the generalization of the standard trapezoidal
rule to find numerical solutions of FDEs, (see [31]). We choose Gaussian distribution kernels
as follows

Ku(x1, x2) =
1

σu
√

π
exp

(
(x1 − x2)

2/σ2
u

)
, Kv(x1, x2) =

1
σv
√

π
exp

(
(x1 − x2)

2/σ2
v

)
(24)

Furthermore, we have considered a set of standard parameters which have been
selected by Borsi et al. in [3]

δ = 0.2, , γ = 1, ρ = 0.5, σu = 0.5, σv = 0.1, l = 30

and ICs:

u0(x) = exp(−10x2), v0(x) = 0, x ∈ Ω

The MATLAB software is used to solve and plot the solutions of the system (4) and (5)
for the fractional orders β = 0.85 and β = 0.6 .

The Figures 2–5 show the distribution of CSCs, NSCCs, and total tumour density
which indicate u, v, and p respectively, for various values of α at various total times
T ∈ {0, 100, 150, 200}. We change the death rate of NSCCs (i.e α) between α = 0.2 and
α = 2. Moreover, we change the fractional order of time derivative from β = 0.85 to
β = 0.6.

In Figures 2 and 4, we can see that the behaviour is quite different from
Figures 3 and 5. A higher death rate of NSCCs causes more cancer stem cells and repopu-
lates the tumour. In medical terms, this event can be interpreted as chemotherapy treatment
or the removal of an aggressive tumour. These two treatments increase the mortality rate
of cancer cells, but as we have already seen, cancer shows counter-productive behaviour;
since our study focuses mainly on those tumours with early-stage cancer stem cells.
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Figure 2. Distribution of CSCs (black), NSCCs (blue) and total tumour density (red). For high
mortality rate of NSCCs (α = 2) at various total times T ∈ {0, 100, 150, 200} and fractional order of
time derivative β = 0.6.

Figure 3. Distribution of CSCs (black), NSCCs (blue) and total tumour density (red). For high
mortality rate of NSCCs (α = 2) at various total times T ∈ {0, 100, 150, 200} and fractional order of
time derivative β = 0.6.
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Figure 4. Distribution of CSCs (black), NSCCs (blue) and total tumour density (red). For high
mortality rate of NSCCs (α = 2) at various total times T ∈ {0, 100, 150, 200} and fractional order of
time derivative β = 0.85.

Figure 5. Distribution of CSCs (black), NSCCs (blue) and total tumour density (red). For small
mortality rate of NSCCs (α = 0.2) at various total times T ∈ {0, 100, 150, 200} and fractional order of
time derivative β = 0.85.
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6. Conclusions

This paper studied the growth dynamics of the cancer cells as a new model (4) and
(5) involving the fractional derivative. The memory effects are represented by the time-
fractional Caputo derivative with a power-law kernel. We discussed the uniqueness and
existence of the solutions in view of the Mittag-Leffler function’s properties and the fixed
point theory. Furthermore, we mentioned the generalization of the trapezoidal rule as a
powerful numerical method applied to implement the proposed fractional model. Some
numerical experiments verified the validity and efficiency of the new fractional model to
show the existence of the tumour growth paradox. This phenomenon showed that a higher
death rate of NSCCs (e.g., drug induction or tumour removal) leads to an accelerated
spread of CSCs. Even though the role of CSCs in cancer is unclear, it is helpful to note
that traditional therapies are able to remove NSCSCs, which form the bulk of the tumour;
but this process causes tumour regression. Utilizing CSC-targeted therapies compared to
NSCSC-targeted will hopefully result in new treatments that will eradicate cancer cells and
stop tumour recurrence. Obviously, fractional differentiation can be applied as a powerful
tool to model biological systems. Other advantages of fractional-order differentiation
over integer-order one include possessing special properties such as long-range memory,
long-range interactions, and hereditary. Comparing the results of the fractional-order
derivative model with the integer-order one, we find the efficiency of the proposed method
because the solutions of the proposed model follow reality more accurately than the classic
integer-order model. Especially in the neighbourhood of the central point in the domain Ω,
as seen in Figures 4 and 5, the distribution of the cancer cells is much more normalized. We
hope that the results of this study will be valuable to researchers in both mathematics and
medicine. Following the results a future study will try to apply optimal control methods
to prevent cancer recurrence caused by NSCC-targeted therapy and to select a treatment
strategy that maintains a reasonable level of CSCs and NSCCs.
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