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Abstract: This paper presents a design and evaluation of a fractional-order self optimizing control
(FOSOC) architecture for process control. It is based on a real-time derivative-free optimization
layer that adjusts the parameters of a discrete-time fractional-order proportional integral (FOPI)
controller according to an economic cost function. A simulation benchmark is designed to assess
the performance of the FOSOC controller based on a first order plus dead time system. Similarly,
an acceleration mechanism is proposed for the fractional-order self optimizing control framework
employing fractional-order Gaussian noise with long-range dependence given by the Hurst exponent.
The obtained results show that the FOSOC controller can improve the system closed-loop response
under different operating conditions and reduce the convergence time of the real-time derivative-free
optimization algorithm by using fractional-order stochasticity.

Keywords: self optimizing control; discrete FOPI controller; globalized constrained Nelder–Mead
algorithm; fractional-order stochasticity

1. Introduction

Industry 4.0 requires smart controls to ensure closed-loop stability and improve system
performance based on its real-time prognostic analytics. Thus, control strategies such as
self optimizing control (SOC) can be used to design smart control systems. The SOC
has different approaches. One of them is the control variable optimization as proposed
by [1–4]. In this type of SOC, the system complexity is high due to hundreds of inputs and
outputs on the system that need to be optimized, where the SOC controller performs offline
optimization to determine the most suitable control variables.

Similarly, the SOC can also be extended for controller closed-loop parameter adjust-
ment on systems with limited knowledge of its dynamics. It includes controllers such as
Extremum seeking, maximum power point tracking (MPPT), run to run, iterative learning,
or real-time optimization algorithms [5–7]. In these cases, the performance is assessed in an
online configuration to find the controller parameters that satisfy operation specifications
given a set of constraints.

In addition, the extremum seeking control (ESC) methods rely on a model-free ap-
proach to determine the optimal controller parameters [5,8]. Some ESC methods have
fractional-order versions [9–11] employed on applications such as impedance matching,
gas sensing, or maximum power tracking of photovoltaic arrays. Thus, the system per-
formance is improved based on an economical cost function and using fractional-order
derivatives or stochasticity.
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Regarding real-time optimization algorithms, some work uses optimization to find
the optimal controller parameters based on an economical cost function. This includes
solving classic quadratic regulator problems or model predictive control methods [12–15],
which requires a well-defined model of the system in terms of its governing equations or
estimations based on neural networks [7].

In the particular case of fractional-order PI (FOPI) or PID (FOPID) controllers, there are
adaptive control approaches that perform optimization using metaheuristic algorithms and
fuzzy logic to determine the optimal gains for the controller depending on the operating
zone of the system [16–25]. However, these optimization methods are executed offline due
to the high computational load required for these methods to converge into an optimal
solution. It makes this type of optimization impractical from a real-time optimization
point of view, especially if the degrees of freedom (DOF) of the controller are of higher
order (DOF > 5). In addition, the optimization methods noted above require significant
time and computational resources to provide an optimal solution that satisfies the desired
performance specifications. Therefore, accelerating the convergence of the optimization
algorithms to the optimal solution is fundamental to self optimizing control to ensure faster
response from the initial tuning and after an external disturbance or parametric uncertainty
exists in the system.

In that sense, fractional-order calculus has shown the capability of improving optimiza-
tion processes by using more optimal randomness such as Lévy flights, fractional Gaussian
noise, or alpha-stable distributions, which are heavy tail distributions with long-range
dependence (LRD) properties. Applications of more optimal optimization using fractional
order randomness includes improved extremum seeking control and maximum power
point tracking [9,26], metaheuristic optimization [27,28], accelerated gradient descend [29]
stochastic configuration networks [30], or more optimal consensus [31].

This paper presents a new fractional-order self optimizing control (FOSOC) framework
based on derivative-free optimization algorithms for the performance improvement of
a stable closed-loop fractional-order system with online tuning of the system controller
parameters according to a performance cost function. The gradient-free globalized con-
strained Nelder–Mead (GCNM) algorithm is proposed as an optimization method for the
FOSOC controller. In addition, an acceleration method for the GCNM is developed em-
ploying fractional-order stochasticity. It uses the fractional Gaussian noise with long-range
dependence (LRD) given by the Hurst exponent to perform the probabilistic restart on the
GCNM optimization algorithm.

A simulation benchmark is designed for the performance assessment of the FOSOC
controller using a first order plus dead time (FOPDT) system with a fractional-order
proportional integral (FOPI) controller. A discrete-time implementation of the FOPI con-
troller is employed to enable real-time optimization of the approximation proposed by [32].
The initial conditions for the FOPI controller parameters are calculated using the FMIGO
method proposed by [33]. The FOSOC controller is evaluated on three scenarios for the
FOPDT—a time constant dominated, balanced, and delay dominated system—for a peri-
odic reference signal with a set of performance indices to obtain a quantitative performance
comparison of the strategy. The accelerated GCNM for the FOPI controller is evaluated un-
der the same scenarios to determine the LRD that increases the GCNM convergence speed.
This paper is the extended application of the SOC control framework presented in [34,35]
for fractional-order systems with accelerated convergence produced by fractional-order
stochasticity with LRD. The main contributions of this paper are:

• Introducing a fractional-order self optimization control framework using derivative-
free optimization algorithms to improve the closed-loop performance of a system with
a FOPI controller;

• The development of a more optimal fractional-order self optimizing controller using
fractional-order stochasticity with enhanced convergence properties towards the per-
formance improvement of the stable closed-loop system performance employing a
FOPI controller.
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This paper is structured as follows. Section 2 introduces the parallel self-optimizing
control framework. Section 3 defines the GCNM optimization algorithm. Section 4 presents
the discrete implementation of the fractional order PI controller using the practical ap-
proximation presented in [36]. Section 5 describes the SOC benchmark designed in Mat-
lab/Simulink to assess the SOC FOPI controller. Section 6 describes the FOSOC acceler-
ation method using fractional-order stochasticity. Finally, conclusions and future work
are presented.

2. Fractional-Order Self Optimizing Control Framework

The proposed FOSOC control architecture is shown in Figure 1. As can be observed,
the SOC acts as a high optimization layer taking the system reference r, error signal e,
and output y to find the optimal values of the controller c(s), corresponding to a FOPI
controller (1) with proportional gain kp, integral gain ki, and fractional-order integration
order λ. A FOPDT system is selected as test system p(s) (2), where K, τ, and L are the
system gain, time constant, and delay, respectively. The FOSOC cost function is given by (3)
and (4), where Ts is the system settling time, OV is the overshoot percentage, µ = [kp, ki, λ],
A and B are the maximum overshoot and settling time, kpmin,max , kimin,max , λmin,max are the
limits for the FOPI gains, and W1,2,3 are the weights for the overshoot, settling time, and
the integral square error index, respectively. In this case, the FOSOC controller executes an
optimization step after one cycle of the periodic reference signal r.

c(s) = kp +
ki
sλ (1)

p(s) = K
τs+1 e−Ls (2)

min
µ∈R

J = W1 OV(µ) + W2 Ts(µ) + W3

∫ t

0
e2(t, µ) dt, (3)

subject to:

OV(µ) < A; Ts(µ) < B,

kpmin ≤ kp ≤ kpmax , kimin ≤ ki ≤ kimax , λmin ≤ λ ≤ λmax. (4)

Figure 1. Proposed self optimizing control architecture with FOPI controller.

3. Globalized Constrained Nelder–Mead Optimization Algorithm

The globalized constrained Nelder–Mead algorithm (GCNM) shown in Figure 2 is
employed as optimization algorithm for the FOSOC control. It is a modification of the
classic Nelder–Mead (NM) [37], which searches for a global optimum based on a set
of constraints. The GCNM method follows the same steps of evaluation α, reflection β,
contraction γ, expansion, and shirking δ of the NM to create the simplex shape of n + 1
vertices, where n is the number of optimization outputs.

The GCNM algorithm introduces a probabilistic restart mechanism that reinitializes
the search from a different random initial condition to prevent falling into a local minimum.
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Initially, the probabilistic restart evaluates if the cost function (3) reaches a steady value.
For this, the algorithm evaluates if the standard deviation of the last m values of the simplex
centroid is below a threshold ε. If this is true, then the optimization is in the steady state,
and the constraints are evaluated. If at least one of the constraints is not satisfied, the GCNM
restarts the searching on a new random point, assigning a new set of initial conditions
among the parameter space defined for the problem. In this case, the new random initial
points for the GCNM optimization method are selected using a normal distribution. Notice
that the GCNM probabilistic restart can use different stochasticity, as will be shown in
Section 6, where it is replaced by the fractional order Gaussian noise with LRD.

Initialize n+1 simplex points

Start

Sort: 

1. Evaluate f at n+1

2. Sort vertices from worst to best ( )

3. Calculate Centroid

Reflection:

ExpansionContraction:

Shrinking:

Are constrains satisfied?

Probabilistic Random 

simplex vertices reset

Yes

No

YesNo

YesYes

Yes

No No

No

Figure 2. Globalized constrained Nelder–Mead algorithm flowchart.

One of the main advantages of the GCNM algorithm is that it can be used for any
system with little or no knowledge of its dynamical behavior. In addition, considering
the sequential structure of the GCNM algorithm and the low-computational complexity
of the algorithm, it is adapted for real-time execution, conditioning the computation of
each of the operations to a period of the reference signal r. Other advantages of the GCNM
optimization algorithm include:

• It is a derivative-free model optimization method, which can be employed for any
system with or without prior knowledge of the system model.
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• The GCNM optimization is immune to noise (no gradient estimation), enhancing the
robustness of the optimization process.

• By using probabilistic restart, the GCNM optimization algorithm is less susceptible to
falling in a local minimum when searching for an optimal solution.

• The cost function is evaluated online directly using the real process, unlike several
optimization approaches that perform offline optimization before real testing.

• The GCNM can be implemented in any embedded device with low computational
cost. Please see its real-time implementation for solving the sphere function problem
in Arduino https://tinyurl.com/5h3j5r5c (accessed on 10 July 2022).

• In the case of the SOC framework presented in this paper, the noise robustness, as well
as the global search behavior, allows a wider exploration of the optimization space for
the FOPI controller, with faster convergence than other model-free methods such as
metaheuristics or grid search.

4. Discrete FOPI Controller Implementation

The discrete implementation of the FOPI controller (1) is used to perform real-time
changes on the controller gains kp, ki, and integration order λ. According to [32], the
fractional derivative given by the Riemann–Liouville definition (5) with order β can be
represented in a discrete form, using the prewarped Tustin definition (6), where T is the
sampling time and wc is the gain crossover frequency.

Dλ
t f (t) =

1
Γ(n− λ)

dn

dtn

∫ t

a

f (τ)
(t− τ)λ−n+1 dτ (5)

sλ =

(
wc

tan(wcT/2)
× 1− z−1

1 + z−1

)λ

= Mλ ×
(

1− z−1

1 + z−1

)λ

. (6)

The Taylor series approximation of (6) is given by (7), where w = z−1, N is the order of
truncation of the Taylor series, and the coefficients fk(β) are defined in (8). In this paper, the
sβ operator has an order of truncation N = 6.The guideline for selecting the truncation order
N = 6 for the fractional-order controller is given by the fact that, after several evaluations
and real experimentation for lower truncation orders performed in [36], the response of
the discrete FOPI controller was not reliable and robust for N < 6. In addition, the use
of N = 6 truncation allows for a faster and memory efficient implementation of the FOPI
controller on embedded devices unlike a higher truncation.(

M
1− z−1

1 + z−1

)λ

= Mλ
N

∑
k=0

fk(λ)wk, (7)

fk(λ) =
1
k!

dk

dwk

(
1− w
1 + w

)λ
∣∣∣∣∣
w=0

. (8)

The infinite gain of integral term s−λ of the FOPI controller can be reduced by rewriting
it as s−λ = 1

s s1−λ, whose Taylor series is given by (9), where, w = z−1, z+1
z−1 corresponds to the

Tustin approximation for the integral term 1
s , and the parameters fN(λ) = fN(1− λ) =[1, −

2λ, 2λ2, −
(

4
3 λ3 + 2

3 λ
)

, +
(

2
3 λ4 + 4

3 λ2
)

, −
(

4
15 λ5 + 4

3 λ3 + 2
5 λ
)

,
(

4
45 λ6 + 8

9 λ4 + 46
45 λ2

)
]

for N = [0, 1, . . . , 6]. The difference equation for the FOPI controller is given by (10), where
up(z) and ui(z) are defined in (11) and a0:5 = fN(λ). Further details of the discrete fractional-
order PI controller can be found at [36].

s−λ = M−λ z + 1
z− 1

N

∑
k=0

fk(1− λ)z−k (9)

u(z) = up(z) + ui(z), (10)

https://tinyurl.com/5h3j5r5c
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up(k) = ke(k); ui(k) =
[

ki
αλ (e(k)− e(k− 1))

]
− (a5 − 1)ui(k− 1)

−(a4 − a5)ui(k− 2)− (a3 − a4)ui(k− 3)− (a2 − a3)ui(k− 4)
−(a1 − a2)ui(k− 5)− (a0 − a1)ui(k− 6) + a0ui(k− 7).

(11)

5. An SOC Benchmark for Smart Process Control

The simulation benchmark shown in Figure 3 was built in Matlab/Simulink to evaluate
FOSOC controller performance. The simulation benchmark is composed of (1) the GCNM
controller and (2) the FOPDT system (12) with the discrete FOPI controller implemented
using Stateflow. The FOPDT system is normalized and evaluated in this benchmark,
following Remark 11.1.3 presented in Appendix A [38]. The FOSOC is tested under three
conditions of the FOPDT system: lag dominated (L = 0.1), balanced time (L = 1), and
delay dominated (L = 10). A closed-loop stable FOPI controller is designed as the initial
condition for each case using the FMIGO method [33]. In addition, the FOSOC benchmark
uses as performance indices the GCNM convergence time, the closed-loop overshoot
and settling time, the root mean square value (RMS) of the control action, the integral
square error (ISE), the integral absolute error (IAE), and the root mean square error (RMSE)
during the benchmark execution time given by (13). The code for the benchmark can
be downloaded from https://github.com/tartanus/FOSOCBenchmark, accessed on 10
July 2022. In addition, there is a 300s period reference square signal r. The benchmark
parameters are shown in Table 1. Notice that the maximum and minimum constraint values
of Kp, Ki, and λ change from each test to ensure the stability of the closed-loop system.
For all the benchmark tests, the cost function weights are W1 = 5, W2 = 0.1, W3 = 0.1.
Considering that (3) is composed of several optimization objectives, the selection of the
weights is based on an extensive simulation analysis of the case study in order to provide a
magnitude balance among the cost function terms. It is important to notice that the cost
function (3) can be improved by adding a L2 norm or sparse regularization term to improve
the optimization landscape.

Po(s) =
1

s + 1
e−Ls, (12)

RMS =
∫ ∞

0
u(t)dt; ISE =

∫ ∞

0
e2(t)dt; IAE =

∫ ∞

0
|e(t)|dt; RMSE =

√∫ ∞

0
e2(t)dt. (13)

Figure 3. FOSOC benchmark in Matlab/Simulink and fractional-order PI controller implementation
using Stateflow.

https://github.com/tartanus/FOSOCBenchmark


Fractal Fract. 2022, 6, 549 7 of 16

The time response of the FOSOC controller for the FOPDT system with L = [0.1, 1, 10]
s are shown in Figures 4–6. As can be observed, the FOSOC controller satisfies the overshoot
and settling time specifications with a convergence time closer to 2000 s after performing
some probabilistic restarts, with an improved performance compared with the initial
condition IC given by the FOPI parameters obtained using the FMIGO [39] tuning method,
shown in the last columns of Table 1 for each value of L. It corresponds to the starting
point for the FOPI optimization obtained by using the FMIGO tuning method for the FOPI
controller proposed in [40]. This is also the case for the values for λ. Notice that for each
period of the reference signal, one candidate solution provided by the GCNM algorithm is
evaluated, which derives in a longer optimization period due to system behavior. Similarly,
the performance metrics obtained for the three tests with L = 0.1, 1, 10 are shown in
Table 2. In addition, the FOSOC convergence time increases with the deadtime, with the
overshoot and settling time satisfying the desired specifications given in Table 1. The other
performance indices are similar for the three tests. Thus, we can say that the FOSOC control
framework shows promising results for its application in process control towards smart
control systems.
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Figure 4. FOSOC controller: (a) time response, (b) cost function, (c) overshoot and settling time,
and (d) FOPI gains evolution for L = 0.1 s.
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Figure 5. FOSOC controller: (a) time response, (b) cost function, (c) overshoot and settling time,
and (d) FOPI gains evolution for L = 1 s.
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Figure 6. FOSOC controller: (a) time response, (b) cost function, (c) overshoot and settling time,
and (d) FOPI gains evolution for L = 10 s.
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Table 1. SOC benchmark configuration parameters.

Delay
L (s)

Kp Ki λ Settling
Time (s)

OV
(%)

FMIGO FOPI

min max min max min max Kp Ki λ

0.1 0.01 4 0.01 0.5 0.7 1.1 20 5 3.26 8.07 0.7
1 0.01 0.5 0.01 0.1 0.7 1.1 20 5 0.2977 0.0886 1

10 0.01 0.5 0.01 0.2 0.7 1.1 50 5 0.3275 0.1618 1.1

Table 2. SOC benchmark performance indices.

Dead
Time L (s)

SOC
Convergence

Time (s)
OV Settling

Time (s) RMS ISE IAE RMSE

L = 0.1 2000 0.01 10 0.9934 0.03143 0.989 0.095
L = 1 4500 0.02 12 0.977 0.045 0.973 0.0958

L = 10 4500 0.06 21 0.967 0.41 0.94 0.984

6. Accelerating Self Optimizing Control for FOPI Controller with
Fractional-Order Stochasticity

As stated before, the GCNM algorithm uses a normal distribution to pick up the new
initial conditions after each probabilistic restart. However, this process can be performed
by using a fractional-order Gaussian distribution to increase the convergence speed of
the algorithm. The fractional-order Gaussian noise can be represented as the change in
Brownian motion step defined by the Riemann–Liouville fractional integral (14), where
dB(s) is the general definition of white noise, Γ(·) is the gamma function, and H is the
Hurst exponent, which indicates the LRD property of the random disturbance signal [41,42].
According to the value of H, the fractional-order randomness can represent a Brownian
motion if H = 0.5, positively correlated if 0.5 < H < 1, and negatively correlated if
0 < H < 0.5.

BH(t) =
1

Γ(H + 1/2)

∫ t

0
(t− s)H−0.5dB(s). (14)

The optimal randomness evaluation is performed using the normalized FOPDT system
(12) for three different delay values L = 0.1, 1, 10 corresponding to the time constant
dominated, balanced time, and delay time dominated behaviors of the system. For each
delay value, the Hurst exponent of the fractional-order Gaussian noise is evaluated as
H = 0.1:0.1:0.9, where H = 0.5 corresponds to the normal distribution and the remaining H
values to the fractional-order noise. A total of 50 evaluations are performed for each value
of H for the different delay values. Thus, the average value for each performance indicator
will be considered as the reference performance index for the system. As an example,
Figure 7 shows the sequences for [kp, ki, λ] used for the SOC benchmark evaluation with
L = 1 s with Hurst exponent H = 0.5.

The SOC controller is tested for the three scenarios defined in the previous section
with normal and fractional-order Gaussian noise. As an example, Figure 8 shows the
performance of the SOC controller for L = 0.1 s with a Hurst exponent H = 0.5 that
is equivalent to the normal distribution. As can be observed, the PI controller begins
with the values provided by the FMIGO tuning and then, after each execution cycle, the
GCNM performs a real-time optimization that searches for the optimal values of the FOPI
controller gains until the desired performance specifications are satisfied according to the
cost function.
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Figure 7. Fractional order randomness employed for the SOC controller with H = 0.3, 0.5.
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Figure 8. SOC controller: (a) time response, (b) cost function, (c) overshoot and settling time,
and (d) PI gains evolution for L = 0.1 with H = 0.7.

The average performance of the SOC controller with GCNM algorithm for L = 0.1, 1, 10
regarding to the mean overall convergence time, closed-loop settling time, and overshoot
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of the GCNM algorithm after 50 iterations is shown in Figure 9 for the different Hurst
exponents H. As can be observed, the GCNM convergence time is reduced by 10% when
the fractional-order randomness has a negative LRD (H = 0.2 to 0.4), reducing the algorithm
convergence time. Similarly, Figure 9 shows the closed-loop settling time and overshoot of
the system, which indicates that for all H the optimization conditions are satisfied and at
H = 0.3 has the lowest values for settling time.
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Figure 9. SOC controller: (a) overall convergence time, (b) overshoot and settling time, and (c) final
PI gains after 50 iterations for L = 0.1, 1, 10.

In the case of the balanced system L = 1, the mean overall convergence of the GCNM
convergence time is reduced by 20% when fractional-order randomness is employed,
reaching its minimum value at H = 0.3. Regarding to the overshoot and settling time,
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the minimum values are reached at H = 0.3 and H = 0.4, respectively. However, in all the
cases for the fractional order randomness, the performance specifications are satisfied.

For the delay dominated system L = 10, the mean overall convergence of the GCNM
convergence time is reduced by 19%, with fractional-order randomness reaching its min-
imum value at H = 0.3. In the case of the overshoot and settling time, the minimum
values are reached at H = 0.3 and H = 0.4, respectively, again satisfying the performance
specifications for all the Hurst exponents. For this particular case, the overall convergence
time of the algorithm is reduced due to a strong lower boundary on the integral gain
required to keep the system stability caused by the bigger delay of the system.

Finally, the average RMS, RMSE, ISE, and IAE values for the three tests L = 0.1, 1, 10
after 50 repetitions are similar with integer or fractional order randomness, indicating that
the optimization process is able to achieve a similar performance for the different cases
according to the economic cost function (3). Therefore, and based on the obtained results,
we can say that the fractional-order randomness is able to reduce the overall convergence
time of the SOC controller in the range of 10% to 20% compared with the integer-order
Gaussian noise. It means that the fractional-order randomness with negative LRD can
improve the self optimizing control performance by accelerating the convergence of the op-
timization process without modifying the search algorithm or the SOC controller structure.
The fractional-order randomness can be considered as a suitable alternative to improve the
performance not only of real-time SOC controllers but also any searching process.

7. Comparison of the FOSOC GCNM Controller with Other Self-Tuning PID Control
Methods in the Literature

The proposed fractional-order SOC control for FOPI controllers is compared with
several other self-tuning control methods in the literature. Table 3 presents the comparison
analyzing several criteria of the self-tuning controllers, including the cost function used,
the type of controller, tuning methods, number of iterations, and if the control approach is
offline or real-time. As can be observed, in most of the cases, the self-tuning controllers
relying on optimization algorithms are developed on an offline setup, except for the SOC
GCNM control method. The number of iterations for these algorithms is between 10 and
50. Something important about the iterations on the GCNM is that each iteration should be
accounted for when the GCNM performs a complete operation of reflection, contraction,
expansion, or shrinking after evaluating the n + 1 vertices of the simplex. Thus, in the
FOPI case, each iteration will take approximately 2000 s. For these reasons, the iterations
required to converge the GCNM SOC on the first two rows of Table 3 are considerably
faster than the other methods.

For the population-based optimization algorithms, one iteration is considered when all
the candidate solutions are evaluated at one step. Each iteration involves several function
evaluations, increasing the time required to perform the optimization. If these function
evaluations were performed over the real system in the SOC configuration proposed in
this paper, for example, using genetic algorithms or any other population-based algorithm,
the overall convergence time of the algorithm would be much longer than the one resulting
from the SOC GCNM shown in the second column of Table 2. For these reasons, the GCNM
optimization algorithm with SOC provides a much more reasonable convergence time than
population-based algorithms.

In the case of adaptive algorithms, such as sliding surface control or real-time iden-
tification, knowledge of the model is required to determine an appropriate tuning of the
controller parameters, which can be hard to obtain if the system is complex and con-
stantly changing.

In the particular case of extremum seeking control (ESC), it behaves similarly to the
GCNM SOC. The iterations are related in a similar way to the function evaluations, which
have a better performance compared with the population-based algorithms.

Therefore, it is possible to say that the GCNM SOC control is a suitable alternative for
the PID/FOPID controller optimization in real-time when little or no system knowledge is
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available, with much better performance than population-based algorithms executed on a
real-time setup.

Table 3. Comparison of self tuning methods for PI, PID, FOPI, and FOPID controllers.

Paper Year Author Controller Cost
Function

Optimization
Method Iterations Real-Time

/Offline

Proposed
method

Viola and
Chen FOPI

Squared error
overshoot

settling time
SOC GCNM 1 real-time

[43] 2021 Viola and
Chen

PID
PI

Squared error
overshoot

settling time
SOC GCNM 3 real-time

[18] 2016 Farhan FOPI
fuzzy Error

Gradient based
optimization

(metaheuristic)
30 offline

[20] 2019 Hekimoğlu FOPID ITAE CHaSO
Algorithm 30 offline

[19] 2021 Izci and
Ekinci

FOPID
PID ITAE Harris Hawk 40 offline

[44] 2006 Kilingsworh
and Krtics PID

IAE
ITAE
ITSE

Extremum
seeking
control

13 real-time

[45] 2006 Suardiaz PID Online
identification

Pole placement
and online

identification
- real-time

[46] 2021 Rodriguez
Abreo PID

Settling time
squared error
phase margin

Genetic
algorithm - offline

[47] 2012 J. L. Meza PID
fuzzy

Error
velocity Fuzzy logic - real-time

[48] 2014 Kumar PID Square
error

Cukoo
search - offline

[49] 2003 Chen PID Phase and
gain margin

Relay
feedback
control

- real-time

[50] 2013 Moradi PID Error
Sliding
surface
control

- real-time

[51] 2022 Baz et al. PID Error
Fuzzy
logic

functions
- real-time

[52] 2018 Oliveira PID ITAE
Particle
swarm

optimization
50 offline

[53] 2021 Vanchinathan FOPID ISE Artificial
Bee Colony 10 offline

[54] 2008 Altinten PID IAE Genetic
algorithm 30 offline

8. Conclusions and Future Work

This paper presented a FOSOC framework to improve a closed-loop system perfor-
mance. A benchmark was built in Matlab/Simulink to evaluate the FOSOC controller
performance using a FOPI controller under three different tests. In addition, a more optimal
self optimizing control (SOC) employing fractional-order Gaussian noise (fGn) with long
range dependence (LRD) to improve the optimization convergence time of the GCNM
(globalized constrained Nelder–Mead) algorithm was presented. The obtained results
show that the FOSOC controller enhances the system closed-loop performance and ensures
stability and robustness for different dead times. Additionally, the accelerated SOC using
fractional order stochasticity was evaluated using fractional Gaussian noise with different
LRD given by the Hurst exponent. It can be noticed that using negative LRD (H = [0.2, 0.3]),
the convergence time of the SOC is reduced significantly compared with classic Gaussian
noise. It indicates that fractional-order stochasticity is more efficient in improving the
SOC convergence speed. It is also a suitable alternative for other optimization algorithms
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that heavily rely on random events, such as several metaheuristics or stochastic gradient
methods. In future work, the implementation of the FOSOC algorithm and its extension
to a fractional-order PID controller will be proposed and experimentally validated with
thermal systems.
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Appendix A. Remark 11.31 [40]

The FOPDT system (A1) can be normalized as follows:

p(s) =
K

τs + 1
e−Ls (A1)

Pn(s) =
1

τs + 1
e−L/ττs =

1
s′ + 1

e−L′s′ , (A2)

where s′ = τs and L′ = L/T. The parameter K in (2) can be normalized as 1, as the
steady-state gain of the plant can always be used as part of the gain of the PID controller.
Therefore, if the complete information of the achievable set of specifications phase margin
φm and gain crossover frequency wc is collected for the standard form of the control system
plant below:

Po(s) =
1

s + 1
e−Ls. (A3)

where L is equal to L′ in (A2), then the complete achievable region of the specifications φm
and wc can be easily found for the normalized FOPDT system (A2), with the proportional
change of the wc axis, wc = w c/T as s′ = Ts.
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