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Abstract: Here, in this article, we investigate the solution of a general family of fractional-order
differential equations by using the spectral Tau method in the sense of Liouville–Caputo type
fractional derivatives with a linear functional argument. We use the Chebyshev polynomials of the
second kind to develop a recurrence relation subjected to a certain initial condition. The behavior of
the approximate series solutions are tabulated and plotted at different values of the fractional orders
ν and α. The method provides an efficient convergent series solution form with easily computable
coefficients. The obtained results show that the method is remarkably effective and convenient in
finding solutions of fractional-order differential equations.

Keywords: fractional-order differential equations; Caputo fractional-order differential equations;
Chebyshev polynomial; spectral Tau method

1. Introduction

Fractional-order differential equations have gained interest in many different research
areas, especially in engineering problems. As most fractional differential equations do
not have analytic solutions, we have to use different methods to convert such differential
equations to more accurate equations for which we can then use various approximation
and numerical techniques. The spectral Tau and collocation methods are widely used for
solving fractional differential equations (FDE). The operational approach of the Tau method
was employed for solving fractional problems in [1].

There is a numerical method based on the Tau method, which was provided for
FDE [2]. In 2013, Ren et al. [3] introduced an efficient method for solving the space
fractional diffusion equations based on the shifted Chebyshev-Tau idea presented. As far
as we know, the Tau method is very effective for constant coefficient nonlinear problems,
but it is not generally used for nonlinear FDE [4]. The spectral method was developed
through the numerical solutions of differential equations of fractional order. It gives higher
accuracy than other numerical methods and has plenty of applications in both physical and
mathematical problems.
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The first kind of Chebyshev polynomials, written as T`1(ζ), is the most common
basis function that will be used for the spectral method. The spectral method is used to
solve delay differential equations of integer order depending on Bernoulli polynomials [5],
Chebyshev polynomials [6], special Bessel-type polynomials [7], Legendre wavelet [8], and
Taylor series and hybrid of block-pulse functions [9]. Moreover, the numerical solutions of
fractional-order delay differential equations (FODDEs) can be found in the literature (see,
for example [10–20]). Differential equations of advanced argument were contributed and
compared to delay differential equations and there are many developments that can be
found in [21–24].

It is worth observing that the general form of argument has a mixed-type equation
(see [25]). Recently, the backward substitution method was used by Reutskiy [26] for multi-
point problems with linear Fredholm–Volterra differential equations of the neutral integro
type. More recently, Ramadan et al. [27] reported that a solution of the generalized delay
differential equations of the pantograph type has linear functional arguments. All works
are considered as generalizations of advanced and delay differential equations, which is a
unification with derivatives of integer order.

In this investigation, we introduce a new generalized form of the delay and advanced
differential equations involving derivatives of fractional order. The problem is determined
by the solution of general fractional differential equations (SGFDEs) with linear functional
argument via the method of spectral Tau [28]. This is defined as follows:

ρ
(

ζ, σ(ζ), Dvι σ(pιζ + ξι), σ(ι)(qιζ + zι)
)
= 0, (1)

with the following condition:
σ(ι)(0) = cι, (2)

for `1 − 1 < vι < `1, vι > 0, ι = 0, 1, 2, . . . , `1, a ≤ ζ ≤ b and qι, pι, ξι, zι are all in R.
It can be seen that (1) and (2) are a general form of the fractional-order differential

equation. They focus on linear equations of a linear function f (x), where the linear frac-
tional argument is established to deal with a generalized form by the method of spectral
Tau. The linear fractional argument with the Tau method are together used as a new matrix
discretization method.

The integral and derivative operators of fractional calculus generalize those of the
standard calculus of integer order. Their concept was developed fairly widely with the de-
velopment of classical operators (see, for details [29,30]). Fractional integrals and fractional
derivatives have been applied in many areas of mathematical, physical and engineering
sciences during the last few decades (see [31]). Before the nineteenth century, no analytical
method was available for fractional-order differential equations. However, in 2009, the first
analytical method was proposed in [32] via the variation iteration method (VIM).

Various approaches are known for solving fractional-order differential equations,
such as, for example, linear and nonlinear viscoelastic models with fractional derivatives,
nonlinear differential equations of fractional order, linear fractional partial differential
equations arising in fluid mechanics, and the fractional heat and wave-like equations with
variable coefficients. The collocation methods for solving several kinds of FDEs are based
on various kinds of orthogonal functions and their variants. We only focus here on the case
when the order of the derivative involved is a fixed constant. Our main motivation here is,
therefore, to solve variable-order linear and nonlinear multiterm FDEs numerically via the
second kind of Chebyshev polynomials.

We derive a differential linear fractional argument based on the second kind of Cheby-
shev polynomials. We use the linear fractional argument to transform the equation into the
products of dependent matrices. This can also be viewed as an algebraic system by using
the collocation points. Solving the algebraic system can reduce the size of the computational
work, while accurately providing the series solution. Differential equations of fractional
order are used to model a variety of systems of real-world physical problems of which the
important applications can be found in [6].
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Several real-world phenomena emerging in engineering and science fields can be
demonstrated successfully by developing a model using the theory of fractional calculus.
The exact or semi-analytical solution to many physical problems can be understood by
studying a physical phenomenon’s future, current and historical states. The spectral Tau
method is used for solving the solution of the general fractional-order differential equation.
This can be used to find the solution of the general fractional-order differential equation
with the Chebyshev polynomials of the first kind. Instead, in this article, we apply the
Chebyshev polynomials of the second kind. Accordingly, this finding aims to extend, by
applying the Chebyshev polynomial of the second kind, and intends to find solutions of
fractional-order differential equations using the spectral Tau-method.

The outline of our investigation is arranged as follows. Section 2 recalls mathematical
preliminaries and prepares the method to reach the numerical results as follows: Section 2.1
recalls the Liouville–Caputo type fractional derivatives, Section 2.2 recalls the second
kind of the Chebyshev polynomials and their major properties, and Section 2.3 prepares
linear fractional argument formulations. The methodology is then applied in Section 3 by
examining the proposed method and applying it on the required FODDE. The method of
solution is proposed in Section 4 together with its error estimation. Section 5 presents the
exact and approximate solutions of five examples of time-fractional diffusion equations.
Section 6 finally provides some concluding remarks.

2. Mathematical Formulation for the Main Results
2.1. Liouville–Caputo Type Fractional Derivatives

In the existing literature, we can find many different ways to define fractional-order
derivatives (see, for example [33]; see also the recently published works [34–37]). Here,
in this article, we chose to use the Liouville–Caputo type fractional derivative of order v,
which is defined by

Dvg(ζ) =
1

Γ(`2 − v)

∫ ζ

0

g(`2)(t)
(ζ − t)v−`2+1 dt (ζ > 0; `2 − 1 < v < `2; `2 ∈ N), (3)

where N denotes the set of positive integers. Furthermore, these are some of its essential
properties:

1. Dv(λg(ζ) + fih(ζ)) = λDvg(ζ) + fiDvh(ζ) for each constant λ and fi;
2. Dv(a constant) = 0;
3. For `1 ∈ N0, we have

Dvζ`1 =


Γ(`1 + 1)

Γ(`1 + 1− ν)
, for `1 ∈ N0 and `1 > [ν];

0, for `1 ∈ N0 and `1 < [ν],

where N0 = N∪ {0}.

2.2. Second Kind Chebyshev Polynomial

In this section, we recall the second kind Chebyshev polynomial of order `1 and some
of its properties (see [6]), which is defined as follows:

Υ`1(ζ) =
sin((`1 + 1)ϕ)

sin ϕ
, (4)
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where ζ = cos ϕ and 0 ≤ ϕ ≤ π. Then

Υ0(ζ) =
sin((0 + 1)ϕ)

sin ϕ
=

sin ϕ

sin ϕ
= 1,

Υ1(ζ) =
sin((1 + 1)ϕ)

sin ϕ
= 2 cos ϕ = 2ζ,

Υ2(ζ) =
sin((2 + 1)ϕ)

sin ϕ
=

sin 3ϕ

sin ϕ
= 3− 4 sin2 ϕ = 4 cos2 ζ − 1 = 4ζ2 − 1.

Since

Υ`1+1(ζ) + Υ`1−1(ζ) =
sin((`1 + 2)ϕ) + sin ϕ

sin ϕ
=

2 sin((`1 + 1)ϕ) cos ϕ

sin ϕ
= 2ζΥ`1(ζ).

It follows that
Υ`1+1(ζ) = 2ζΥ`1(ζ)− Υ`1−1(ζ). (5)

So, we have

Υ3(ζ) = 8ζ3 − 4ζ.

Υ4(ζ) = 16ζ4 − 12ζ2 + 1.

Υ5(ζ) = 32ζ5 − 32ζ3 + 6ζ.

Υ6(ζ) = 64ζ6 − 80ζ4 + 24ζ2 − 1.

Hence, for `1 = 1, 2, . . ., leading coefficient of Υ`1(ζ) = 2`1 , constant term of Υ2κ(ζ) =
(−1)κ and the coefficients of ζ in Υ2κ+1(ζ) = (−1)κ(2κ + 2)ζ. Therefore, one can have

1 = Υ0(ζ),

ζ =
1
2

Υ1(ζ),

ζ2 =
1
22 [Υ0(ζ) + Υ2(ζ)],

ζ3 =
1
23 [2Υ1(ζ) + Υ3(ζ)].

On the other hand, we can express the Chebyshev polynomials Υ`1(ζ) as follows
(see [27]):

Υ`1(ζ) =
[
`1−1

2 ]

∑
`2=0

(−1)`2`1!
(2`2 + 1)!(`1 − 2`2 − 1)!

(1− ζ2)`2+
1
2 ζ`1−2`2−1. (6)

Now, we have

Υ`1(ζ) = sin(`1 cos−1 ζ) = sin `1 ϕ

=
1
2i
|ei`1 ϕ − e−i`1 ϕ|

=
1
2i

[
(cos ϕ + i sin ϕ)`1 − (cos ϕ− i sin ϕ)`1

]
,

which implies that

Υ`1(ζ) =
1
2i

[
{ζ + i

√
1− ζ2}`1 − {ζ − i

√
1− ζ2}`1

]
.



Fractal Fract. 2022, 6, 7 5 of 14

Since ζ = cos ϕ and sin2 ϕ + cos2 ϕ = 1, it follows that

sin2 ϕ + ζ2 = 1

sin2 ϕ = 1− ζ2

sin ϕ =
√

1− ζ2

=
1
2i

[
`1

∑
`2=0

`1C`2 ζ`1−`2

{
−i
√

1− ζ2
}`2

−
`1

∑
`2=0

`1C`2 ζ`1−`2

{
i
√

1− ζ2
}`1
]

=
1
2i

[
`1

∑
`2=0

`1C`2 ζ`1−`2
{

1`2 − (−1)`2
}

i`2(1− ζ2)
`2
2

]
,

where

C`1
`2

=

(
`1

`2

)
=

`1!
(`1 − `2)`2!

.

Case i: If `2 is even, then Υ`1(ζ) = 0.
Case ii: If `2 is odd, then `2 = 2r + 1 for some r ∈ Z.
Since `2 ≤ `1, r ≤ `1−1

2 , then Υ(ζ) can be expressed as the following general matrix:

Υ(ζ) = X(ζ)MT , (7)

where the matrices Υ(ζ) and X(ζ) are given by

Υ(ζ) =
[
Υ0(ζ)Υ1(ζ) · · ·Υµ(ζ)

]
, X(ζ) =

[
X0(ζ)X1(ζ) · · ·Xµ(ζ)

]
,

respectively, and M is lower triangle (`1 + 1)× (`1 + 1) constant matrix given by

M =



(0
0) 0 0 0 · · · 0 0
0 2(1

0) 0 0 · · · 0 0
(−1)20(1

0) 0 22(2
0) 0 · · · 0 0

0 (−1)2r(2
1) 0 23(3

0) 0 0
...

...
...

...
...

...
(−1)r20(2

1) 0 (−1)r−122(r+1
r−1) 0 · · · 22r(2r

0 ) 0
0 (−1)r2r(r−1

n ) 0 (−1)r−123(r+2
r−1) · · · 0 22r+1(2r+1

0 )


(8)

Here, we deal with the last row for odd values of `2 = 2r + 1. Otherwise, it becomes
M(`2 = 2r). Now, from (7) we can obtain the κth derivative of the matrix Υ(ζ) as

Υ(κ)(ζ) = X(κ)(ζ)MT (for κ = 0, 1, 2, . . .). (9)

2.3. Linear Fractional Arguments

In this section, we attempt to find the generalization of linear functional arguments
for Υ(κ), Υ(ζ − z), Υ(s)(ζ − z), Dvι Υ(ζ) and Υ(αι)(ζ − z) by using relations (6) and (7) with
respect to fractional calculus.

Following [10], we see that the κth derivative of Υ(ζ) is as follows:

χ(κ)(ζ) = χ(ζ)Hκ , (10)
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where the square matrix H is given by

H =


0 1 0 · · · 0
0 0 2 · · · 0
...

...
...

...
0 0 0 · · · µ
0 0 0 · · · 0

.

In addition, the row vector Υ(qιζ + zι) cab be expressed as

Υ(qιζ + zι) = χ(qιζ + zι)MT . (11)

The κth derivative of Υ(qιζ + zι) cab be expressed as

Υ(κ)(qιζ + zι) = χ(κ)(qιζ + zι)MT = χ(ζ)BzιHκ(Mϑqι)
T , (12)

where the elements of the diagonal matrix ϑqι are as follows:

ϑrs =

{
0, f or r 6= s;
qr

ι , f or r = s,
(13)

and

Bzι =


1(zι)0 1(zι)1 1(zι)2 · · · 1(zι)µ

0 1(zι)0 1(zι)1 · · · (µ
1)(zι)µ−1

0 0 1(zι)0 · · · (µ
2)(zι)µ−2

...
...

...
...

0 0 0 · · · 1(zι)0

.

Finally, the vth
i order fractional derivative of Υ(ζ) takes the form

Dvι Υ(ζ) = χvι(ζ)Hvι M
T , (14)

where 0 < vι < 1,

χvι(ζ) = [0, ζ1−vι , ζ2−vι , . . . , ζµ−vι ], (15)

and

Hvι =



0 0 0 · · · 0
0 Γ(2)

Γ(2−vι)
0 · · · 0

0 0 Γ(3)
Γ(3−vι)

· · · 0
...

...
...

...
0 0 0 · · · Γ(µ+1)

Γ(µ+1−vι)


. (16)

3. Theoretical Analysis Applied to FODDE

This section is dedicated to obtaining the general linear fractional argument for all
terms (1) and (2).

First, we consider the general FODDE:

n1

∑
ι=0

Qι(ζ)Dvι y(ζ) +
n2

∑
j=0

Pj(ζ)Dαj y(ζ − z) +
n3

∑
κ=0

Q∗κ(ζ)y
(κ)(ζ) +

n4

∑
s=0

P∗s (ζ)y
(s)(ζ − z) = g(ζ), (17)
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with
yι(0) = cι (for ι = 0, 1, 2, . . . , `2 − 1), (18)

where Qι(ζ), Q∗κ(ζ), Pj(ζ) and P∗s (ζ) are known functions, and `2 is either the highest inte-
ger order greater than the fractional derivative, or the greatest integer order derivative that
exists.

We rewrite (17) as

D(ζ) + F(ζ) + L(ζ) + H(ζ) = g(ζ), (19)

where

D(ζ) =
n1

∑
ι=0

Qι(ζ)Dvι y(ζ), F(ζ) =
n2

∑
j=0

Pj(ζ)Dαj y(ζ − z),

L(ζ) =
n3

∑
κ=0

Q∗κ(ζ)y
(κ)(ζ), H(ζ) =

n4

∑
s=0

P∗s (ζ)y
(s)(ζ − z).

Therefore, we can propose the approximate solution via the Chebyshev polynomial of
the second kind as follows:

y(ζ) ∼= yµ(ζ) =
µ

∑
z=0

azΥz(ζ), (20)

where the coefficients az are given by

aι =
2
π

∫ 1

−1
Υι(ζ)Yµ(ζ)W(ζ)dζ, (21)

where W(ζ) =
√

1− ζ2. From (20), we obtain

Yµ(ζ) = Υ(ζ)A, (22)

Yι
µ(qιζ + zι) = Υι(qιζ + zι)A, (23)

DvιYµ(pιζ + ξι) = Υvι(pιζ + ξι)A, (24)

where A = [a0, a1, a2, a3, . . . , aµ]T . By using (7) and (22), we obtain

Yµ(ζ) = X(ζ)MT A. (25)

Additionally, by using (12) and (23), we obtain

Yι
µ(qιζ + zι) = ϑ(qιζ + zι)Hι MT A = χ(ζ)HιBzι(ϑqι)

T A. (26)

In addition, by substituting (14) in (24), we obtain

Dvι Yµ(pιζ + ξι) = ϑ(pιζ + ξι)Hvι M
T A = χvι Hvι Bξι

(MϑPι)
T A. (27)

By making use of (7), (20) and (21), the non-homogeneous term g(ζ) in (17) can be
expressed as

G = χ(ζ)MT A′.

Moreover,
χ(κ)(ζ) = χ(ζ)Hκ , (28)
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where the square matrix written A′ is given by

A′ =



2
π

∫ 1

−1
Υ0(ζ)g(ζ)w(ζ)dζ

2
π

∫ 1

−1
Υ1(ζ)g(ζ)w(ζ)dζ

...
2
π

∫ 1

−1
Υµ(ζ)g(ζ)w(ζ)dζ


.

On the other hand, we use the following matrix for terms containing variable coefficients:

Q(ζ) =


Qι(ζ) 0 0 · · · 0

0 Qι(ζ) 0 · · · 0
0 0 Qι(ζ) · · · 0
...

...
...

...
0 0 0 · · · Qι(ζ)

. (29)

Furthermore, by making use of (22), we can use the following matrix for the condi-
tions (2)

χ(0)Hι MT A = cι (for ι = 0, 1, 2, 3, . . . , `2 − 1). (30)

4. Methodology and the Error Estimation

In this section, we construct the fundamental matrix equation associated to (1) and
we analyze its error estimation. We first substitute (25), (26), and (27) into (1) to obtain the
fundamental matrix equation of the form

ρ
(

zeta, χ(ζ)MT A, χ(ζ)HιBzι(ϑqι)
T A, χvι(ζ)Hvι Bξι

(MϑPι)
T A
)
= 0. (31)

Thus, the residual of Equation (1) (R(x)) is reduced to the following expression:

R(ζ) = ρ
(

ζ, χ(ζ)MT A, χ(ζ)HιBzι(ϑqι)
T A, χvι(ζ)Hvι Bξι

(MϑPι)
T A
)

. (32)

It is to be noted that we can generate (N − `2 + 1) algebraic equations according to a
typical Tau method by applying

〈R(ζ), Υi(ζ)〉 =
∫ 1

−1
Υι(ζ)R(ζ)W(ζ)dζ (for ι = 0, 1, 2, . . . , N − `2 + 1). (33)

Remark 1. It is worth mentioning that Equations (30) and (33) give `2 and (µ− `2 + 1) set of
algebraic equations, respectively. As a result, we calculate the unknown coefficients of the vector A
in (20).

To determine the error estimation, we let σ(ζ) be the exact solution and σµ(ζ) be the
approximate solution, then we can estimate the error as follows (see [27]):

ϑµ(ζ) =
∣∣σ(ζ)− σµ(ζ)

∣∣. (34)

Since (20) is an approximate solution of (1), then we can use the residual error to check
the accuracy of the method. If we use the solution σµ(ζ) and its derivatives in (1), then the
resulting equation must satisfy

ϑµ(ζ) = ρ
(

ζl , σµ(ζl), Dvι σµ(pιζl + ξι), σ
(ι)
µ (qιζl + zι)

)
∼= 0 (for ζ ∈ [−1, 1], l = 0, 1, 2, . . .), (35)

and ϑµ ≤ 10Z+
, where Z+ is a positive integer.
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Remark 2. Above, if max 10Z+
= 10−l is dictated, then the truncation limit µ is increased until

the difference ϑµ becomes smaller than 10−l at each of the points. On the other hand, we can
estimate the error by the function. That is, if ϑµ → 0 for sufficiently large µ, then the error decreases
(see [10]).

5. Illustrative Examples

This section considers five numerical examples to show the effectiveness of the
proposed method for finding approximate solutions of the aforementioned fractional delay
differential equations. The Mathematica 12 program is used to determine the numerical
results.

Example 1. Consider the linear FODDE:

Dv[σ− σ0](ζ) = α σ(ζ) + ρ(ζ) (ζ ≥ 0, α < 0),

σ(0) = σ0, σ′(0) = σ′0.
(36)

If we choose ρ(ζ) = ζ2 + 2
Γ(2.5) ζ2−v, v = 0.5, σ(0) = σ′(0) = 0 and α = −1, then (36)

takes the form

D0.5σ(ζ) = −σ(ζ) + ζ2 +
2

Γ(2.5)
ζ1.5 (ζ ≥ 0, α < 0),

σ(0) = σ′(0) = 0,
(37)

and its exact solution is σ(ζ) = ζ2. The residual (32) takes the form

R(ζ) =
[
χ0.5H0.5MT + χMT + χ−1H−1MT

]
A− G. (38)

Moreover, the initial conditions give the following two algebraic equations:

σ(0) = χ(0)MT A = 0, (39)

σ′(0) = χ(0)BMT A = 0. (40)

By solving this algebraic equations, we obtain the coefficients vector as

A =
( 1

4 0 1
4 0 0 0 0

)
. (41)

Then, by making use of the truncated Chebyshev series (20) with N = 6, we obtain the solution
of (37) as follows:

σ6(ζ) =
1
4

Υ0(ζ) + (0)Υ1(ζ) +
1
4

Υ2(ζ) + (0)Υ3(ζ)

+ (0)Υ4(ζ) + (0)Υ5(ζ) + (0)Υ6(ζ) = ζ2. (42)

Thus, we obtain the same exact solution of Equation (37). While in [26], the exact solution
could not be achieved, the numerical solution was achieved.

Example 2. In this example, we consider the linear FODDE:

D
1
2 σ(ζ) + σ(ζ) + σ(ζ − 1) = 2ζ +

Γ(3)
Γ(1.5)

ζ1.5 − 1,

σ(0) = 0,
(43)

The exact solution is σ(ζ) = 4ζ2.
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Now, we apply our method to (43) at µ = 5. First, we have the following residual:

R(ζ) =
[
χ0.5H0.5MT + χMT − χB−1MT

]
A− G. (44)

Additionally, the initial condition gives the following algebraic equation:

σ(0) = χ(0)MT A = 0. (45)

Solving this, it follows that

A =
( 1

2 1 1
2 0 0 0 0

)
. (46)

Thus, the exact solution can be obtained by using (20) with N = 6:

σ5(ζ) =
1
2

Υ0(ζ) +
1
2

Υ2(ζ) = 4ζ2. (47)

It is important to be noticed in [28] that the solution is obtained by using the shifted Jacobi
polynomial method.

Example 3. Consider the following FODDE:

Dvσ(ζ) + σ(ζ) + σ(ζ − 0.3) = e−ζ+0.3 (
2 < v ≤ 3

)
,

σ(0) = 1, σ′(0) = −1.
(48)

The exact solution of this equation is σ(ζ) = e−ζ for v = 3. Here, we have the following
residual:

R(ζ) =
[
χ3H3MT + χMT + χB−0.3MT

]
A− G. (49)

The initial conditions lead to

σ(0) = χ(0)MT A = 1, (50)

σ′(0) = χ(0)BMT A = −1, (51)

and we can solve these equations with v = 3 to get

A =
(
1.26604− 1.12997 0.27146− 0.04426 0.00546 0.00546− 0.00056 0.00004

)
. (52)

Table 1 demonstrates the comparison of the exact solution with our present method calculated
for µ = 6, the Hermite wavelet method presented in [38] calculated for µ = 7 and the Bernoulli
wavelet method presented in [39]. Additionally, the numerical results for (48) at v = 2.8 and 2.6 are
involved in the same table. In addition, Figure 1 demonstrates the numerical solutions at different
values of v and the exact solution (v = 3). As the table and figure suggest, the current method
produces smaller absolute errors.

Table 1. Comparison results for Example 3.

ζ Exact Present Method [39] µ = 7 [38] µ = 7 Presented Method Presented Method
Solution (µ = 6) (v = 3) v = 3 v = 3 (µ = 6) v = 2.8 (µ = 6) (v = 2.6)

0 1.00000 1.00000 1.0000 1.0000 1.0000 1.0000
0.2 0.8187 0.8187 0.8187 0.8187 0.8185 0.8185
0.4 0.6703 0.6703 0.6703 0.6703 0.6685 0.6682
0.6 0.5488 0.5488 0.5488 0.5488 0.5480 0.5488
0.8 0.4493 0.4493 0.4494 0.4493 0.4366 0.4281
1 0.3679 0.3679 0.3679 0.3680 0.3679 0.3652
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v = 2.6

v = 2.8

v = 3 (exact solution)

0.2 0.4 0.6 0.8 1.0
�
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0.8

0.9

1.0

y(� )

Figure 1. Numerical and exact solutions at different values of α and µ = 6 for Example 3.

Example 4. We consider the FODDE:

D
3
10 σ(ζ)− σ(ζ − 1) + σ(ζ) = 1− 3ζ + 3ζ2 +

2000ζ2.7

1071Γ(1.7)
,

σ(0) = 0.
(53)

The exact solution for this equation is σ(ζ) = 2ζ3 + 5
3 ζ.

The fundamental matrix equation for this problem is given by

R(ζ) =
[
χ 3

10
H 3

10
MT + χMT + χB−1MT

]
A− G, (54)

and the coefficient matrix can be obtained after the augmented matrices of the system and the initial
condition are computed as follows:

A =
(
0 3

4 0 1
4 0 0 0

)
. (55)

Therefore, according to (20) with µ = 6, the solution of (53) is given by

σ6(ζ) =
3
4

Υ1(ζ) +
1
4

Υ3(ζ) = 2ζ3 +
5
3

ζ, (56)

and this is the exact solution of (53). Again, the numerical solution follows the exact solution
exactly.

Example 5. In our last example, we consider the FODDE:

D2σ(ζ)− 1
2

σ′(ζ − π) +
1
2

σ(ζ) = 0,

σ(0) = 0, σ′(0) = 1.
(57)

Its exact solution is given by σ(ζ) = sin(ζ).
The following residual can be obtained for µ = 6:

R(ζ) =
[
χ2H2MT + Q1χHB−π MT + Q0χMT

]
A. (58)
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The initial condition also leads to

σ(0) = χ(0)MT A = 0, (59)

σ′(0) = χ(0)BMT A = 1. (60)

Solving this system with v = 2, we have

A =
(
0 0.880196 0 −0.039119 0 0.000488 0

)
. (61)

Then, the solution of (54) is as follows:

σ6(ζ) = 0.880196Υ1(ζ)− 0.039119Υ3(ζ) + 0.000488Υ5(ζ). (62)

The results are summarized in Table 2 and Figure 2. They show the comparison of solutions
between the present method and the exact solution for µ = 6, v = 2 and ζ ∈ [0, 1].

Table 2. Comparison of the present method with the exact solution for Example 5.

ζ Exact Present Method
Solution (µ = 6), ν = 2

0.2 0.1975 0.1985
0.4 0.3894 0.3892
0.6 0.5646 0.5645
0.8 0.7173 0.7173
1 0.8414 0.8414

Exact solution

The presentmethod solution

0.2 0.4 0.6 0.8 1.0
�

0.2

0.4

0.6

0.8

y(� )

Figure 2. Exact and approximate solutions for µ = 6, v = 2 and ζ ∈ [0, 1], for Example 5.

6. Conclusions

Considerable attention is paid to fractional-order differential equations because they
appear to be more effective for modeling and analyzing dynamical processes in basic
and engineering and sciences. For this reason, finding and successfully applying new
approaches and methods for solving these equations happens to have been one of the
essential concerns for mathematical and applied scientists for many decades.

In our current work, we aimed to present the general form of FODDEs with the
linear functional argument. Additionally, the exact as well as numerical solutions of these
FODDEs were the utmost priority by using the spectral Tau method. Furthermore, the
main matrix transformation technique, which we used in our investigation, is a linear
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fractional argument based on the method involving the method of generalized Chebyshev
polynomials of the second kind. This was indeed proved as one of the most efficient
methodologies for reducing all terms in the proposed FODDE. Due mainly to the high
volume of symbolic calculations in the proposed method, it became necessary to use such
symbolic software packages as Mathematica 12 in completing the required steps of the
above procedures. In order to investigate the efficiency and accuracy of the methodology
used here, five numerical FODDE examples and two figures were given in the article. We
also explained the comparisons of the method, which we used here, with the other existing
methods.

On the basis of results presented in this article, it is concluded that the method, which
we proposed and applied here, is a more convenient and effective technique than the other
existing techniques, and it can be used in solving FODDEs in the fields of engineering and
science. This suggests that the spectral Tau method has the potential to be applied to solve
other nonlinear FODDE models.
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