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Abstract: In this study, a novel design of a second kind of nonlinear Lane–Emden prediction dif-
ferential singular model (NLE-PDSM) is presented. The numerical solutions of this model were
investigated via a neuro-evolution computing intelligent solver using artificial neural networks
(ANNs) optimized by global and local search genetic algorithms (GAs) and the active-set method
(ASM), i.e., ANN-GAASM. The novel NLE-PDSM was derived from the standard LE and the PDSM
along with the details of singular points, prediction terms and shape factors. The modeling strength of
ANN was implemented to create a merit function based on the second kind of NLE-PDSM using the
mean squared error, and optimization was performed through the GAASM. The corroboration, valida-
tion and excellence of the ANN-GAASM for three distinct problems were established through relative
studies from exact solutions on the basis of stability, convergence and robustness. Furthermore,
explanations through statistical investigations confirmed the worth of the proposed scheme.

Keywords: Lane-Emden; prediction differential singular model; genetic algorithm; nonlinear; active-
set method; statistical analysis

1. Introduction

The singular models arise in many applications of science, technology and engineering.
One of the most important and valuable singular models is Lane–Emden (LE), which was
achieved by the joint work of Lane and Emden working on the classical law of thermo-
dynamics [1]. The LE model has many applications in astrophysics [2], mathematical
physics [3], physical models [4], catalytic diffusion reactions [5], stellar configuration [6],
simulated annealing [7], error estimation [8] and exothermic reactions [9]. It is always
difficult to solve LE models due to a singular point at the origin, and there are few existing
deterministic methods that have been implemented to solve the singular models [10–14].
The standard form of the second kind of LE is given as [15,16]:{

d2 f
dt2 + Ω

t
d f
dt + g( f ) = u(t),

f (0) = a1, d f (0)
dt = a2,

, (1)

where Ω ≥ 1 is the value of the shape vector, f is dependent on t, g is some known function
of dependent variable f (t), and t = 0 shows the singularity at the origin. a1 and a2 are the
constant values.

The design of a prediction differential (PD) model is obtainable by keeping the im-
pression of the delay differential (DD) model that was introduced by Newton and Leibnitz
in the 16th century. The DD model has been implemented in extensive applications, such
as transport systems, engineering fields, communication networks, population dynamics
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and economic studies [17–20]. Many researchers solved the DD model by considering its
significance in various ways; e.g., Bildik et al. [21] applied a perturbation iteration scheme,
Aziz et al. [22] used the Haar wavelet, Tomasiello [23] introduced the fuzzy transform
approach, Sabir et al. [24] applied heuristic as well as swarm approaches, Erdogan et al. [25]
presented a finite difference approach, and some other recent related investigations are
found in references [26–28]. The PD model was recently introduced and its literature form
is given as [29]: 

d2 f
dt2 = G(t, f (t), f (t + λ)), λ > 0, b ≤ t ≤ c,
f (t) = θ(t), Ψ ≤ t ≤ b, 0 ≤ λ ≤ |Ψ− b|,
d f (b)

dt = W,

(2)

where λ is the predictive factor, f (t + λ) adds some values in time that show the prediction
form of function f (t), and θ(t) depicts the initial condition, while the function G is repre-
sented in terms of t, f (t) and f (t + λ). The goal of the current research is to present the design
of a novel nonlinear Lane–Emden prediction differential singular model (NLE-PDSM)
model of the second kind, solved numerically using artificial neural networks (ANN) opti-
mized via the genetic algorithm (GA) and active-set method (ASM), i.e., ANN-GAASM.

The remainder of this paper is organized as follows: Section 2 presents the structure
of NLE-PDSM; Section 3 presents the proposed form of the ANN-GAASM. The mathe-
matical notations are given in Section 4. In Section 5, numerical investigations and result
simulations are provided, while the conclusion is listed in the final section.

2. Construction of Second Order NLE-PDSM

The second kind of NLE-PDSM was constructed using the standard forms of the LE
and PD equations described in Equations (1) and (2). The mathematical formulation of the
NLE-PDSM is given as:

t−Ω dl

dtl

(
tΩ dr

dtr f (t + λ)

)
+ g( f ) = 0, (3)

where Ω is the positive number, f (t + λ) indicates the addition of values in time that show
the prediction form of function f (t) and g is the function of f (t). To present the second kind
of NLE-PDSM, fix the l and r values as:

l + r = 2, l, r ≥ 1. (4)

Using the Equations (3) and (4), the obtained form is:{
d2

dt2 f (t + λ) + Ω
t

d
dt f (t + λ) + g( f ) = 0,

f (0) = a, d f (0)
dt = 0.

(5)

The single singularity arises in the above equation at point t = 0 with shape factor Ω,
while the prediction terms appear twice in first and second factor. Due to the singularity
and predictive terms, the model in (5) is denoted the second kind of NLE-PDSM. This
NLE-PDSM was numerically evaluated using ANN-GAASM. In recent years, the scientific
community has solved many singular applications and fractional and biological models by
using neuro-evolution and swarm heuristic approaches. Some salient features of the novel
designed NLE-PDSM as well as the proposed ANN-GAASM are summarized as:

• A novel second kind of NLE-PDSM was derived through the LE fundamental system
and numerical evaluated by the proposed ANN-GAASM.

• Comparison of results using the designed model, obtained via the proposed ANN-
GAASM with exact solutions, was authenticated in order to check the stability and
correctness by solving three different problems using the proposed NLE-PDSM.
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• For convergence and accuracy measurements, statistical tests based on semi interquar-
tile range (SI-R), Nash–Sutcliffe efficiency (NSE) and Theil’s inequality coefficient (TIC)
were performed to solve the second kind of NLE-PDSM.

• Alongside the reasonably precise outcomes for the NLE-PDSM, its smooth operation,
stability, robustness, ease of understanding, and comprehensive applicability were
other valuable compensations.

3. Solution Procedure

The suggested ANN-GAASM for solving numerical outcomes of the second kind of
NLE-PDSM is categorized into two phases.

• The introduction of a merit function (MF) using the NLE-PDSM and related ini-
tial conditions;

• The provision of the optimum combination of GAASM in the form of introductory
material together with pseudocode.

3.1. ANN Modeling

The mathematical systems of the NLE-PDSM were accumulated through feed-forward
ANNs. f̂ (t) was used for the proposed results, and its derivatives using the MF, i.e.,
log-sigmoid v(t) =

(
1 + e−t)−1, are given as:

f̂ (t) =
k
∑

i=1
piv(mit + qi) =

k
∑

i=1

pi(
1+e−(mit+qi)

) ,

d f̂
dt =

k
∑

i=1
pi

d
dt v(mit + qi) =

k
∑

i=1

pimie−(mit+qi)(
1+e−(mit+qi)

)2 ,

d2 f̂
dt2 =

k
∑

i=1
pi

d2

dt2 v(mit + qi) =
k
∑

i=1
pim2

i

(
2e−2(mit+qi)(

1+e−(mit+qi)
)3 − e−(mit+qi)(

1+e−(mit+qi)
)2

)
,

(6)

where the weight vectors are p = [p1, p2, p3, . . . , pk], m = [m1, m2, m3, . . . , mk] and q =
[q1, q2, q3, . . . , qk]. To solve the NLE-PDSM, a MF is given as:

EFit = EFit−1 + EFit−2, (7)

where the MFs are EFit−1 and EFit−2 using the NLE-PDSM and related initial conditions,
shown as:

EFit−1 =
1
N

N

∑
m=1

(
a

d2 f̂ (tm + λ)

dt2
m

+
Ω
tm

d f̂ (tm + λ)

dtm
+ g( f̂m)

)2

, (8)

EFit−2 =
1
2

(
f̂0 − a

)2
+

1
2

(
d f̂0

dtm

)2

, (9)

where f̂m = f (tm), Nh = 1, and tm = mh.

3.2. Optimization Process: GAASM

The optimization of ANNs through the hybrid-computing framework of GAASM
yields proficient results for solving the NLE-PDSM. Figure 1 represents the workflow
diagram of the proposed ANN-GAASM for solving the second kind of NLE-PDSM.
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Figure 1. Workflow diagram of the proposed ANN-GAASM for solving the second kind of NLE-PDSM.

The GA is a reliable and viable global search optimization-based approach, which
is executed on unconstrained/constrained systems by applying the major metrics of re-
production with selection, mutation, elitism and crossover. It is utilized in numerous
fields including information technology, applied sciences, and engineering. Some recent
applications of GA include the evolutionary finite differences, evolutionary computation
for nonlinear system identification, dynamics of the nonlinear Troesch’s system, pixel classi-
fication, optimal power flow for security enhancement and economic load dispatch [30,31].
These prospective applications motivated the authors to implement the GA for obtaining
the decision variables of the models to solve the NLE-PDSM as shown in (5).

The ASM is a significant optimization mechanism that functions as a convex opti-
mization scheme. It is a local search method applied to various types of constrained
and unconstrained models. In recent years, ASM has been applied in various fields such
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as predictive control models, unconstrained minimax models and warehouse location
models [32–34].

The laziness and slow speed of the GA can be controlled using the hybridization
process of a local search ASM, i.e., a global search approach. The pseudocode of the
GAASM process is provided in Table 1.

Table 1. Optimization pseudocode for using the ANN-GAASM for solving the second kind of
NLE-PDSM.

Global GA procedure start
i-Inputs: The designated chromosome, together with the equal ordered entries of the system, as: W = [p, m, q]
ii-Population: The chromosomes are presented as:
p = [p1, p2, p3, . . . , pk], m = [m1, m2, m3, . . . , mk] and q = [q1, q2, q3, . . . , qk].
iii-Output: The GA best values are labelled as
WB-GA
iv-Initialization: Design a weight vector “W” to make a chromosome. W is applied to generate P, i.e., an initial population.

Fine-tune the GA values of generations.
v-Fitness scheming: Accomplish the EFit in Population for all W by using Equations (7)–(9)
vi-Termination: Terminate if any of the below conditions achieved.
EFit = 10−20, [Iterations = 85], StallLimit = 130, TolFun = 10−19, Population = 180, TolCon = 10−19, other values are defaulted
Move to storage
vii-Ranking: Rank each W in P for the EFit.
viii-Reproduction: Selection: [@selection uniform],
Mutations: @mutation adaptfeasible.
Crossover: @crossover heuristic,
Elitism: To obtain the best p values, continue the fitness assessment step.
ix- Storage: Store WB-GA, Generations, EFit, time and counts of function for existing trials of GA.

End of GA
ASM Started

i- Inputs: WB-GA is taken as start point.
ii-Output: The best GAASM weights are indicated as WGAASM.
iii- Initialize: Use WB-GA, bounded constraints, assignments, generations and other values.
iv-Terminate: Algorithm stops when any of these criteria are met.
EFit = 10−18, Iterations = 550, [TolCon = TolX = TolFun = 10−21] and [MaxFunEvals = 274,000]
While terminate
v-Calculation of fitness: Compute EFit, W, by using Equations (7)–(9)
vi- Adjustments: For the ASM, invoke “fmincon” routine. Calculate EFit of enhanced W by using Equations (7)–(9)
vii-Accumulate: Regulate WGAASM, time, EFit, generations and function counts.

ASM process End
Data Generations: The GAASM procedure repeats 100 times to find an extended data set of the optimization variables to solve the
second kind of NLE-PDSM

4. Model Performance

The TIC, NSE and SI-R statistical operators were used together with the global opera-
tors to solve the second kind of NLE-PDSM. The mathematical notations of these operators
are given as:

TIC =

√
1
n

n
∑

i=1

(
fi − f̂i

)2

(√
1
n

n
∑

i=1
f 2
i +

√
1
n

n
∑

i=1
f̂ 2
i

) , (10)

NSE =

1−

n
∑

i=1

(
fi − f̂

)2

n
∑

i=1

(
fi − f i

)2 , f i =
1
n

n

∑
i=1

fi, (11)

ENSE = 1−NSE, (12)
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{
SI Range = 0.5× (Q3 −Q1),
Q3 and Q1 are the 3rd & 1st quartiles.

(13)

5. Results Detail and Discussion

The detail of the numerical results for and discussions of three different problems
based on the second kind of NLE-PDSM using the designed ANN-GAASM is provided in
this section.

Problem 1. Consider a second kind of NLE-PDSM with trigonometric functions given as:{
d2 f (t+1)

dt2 + 1
t

d f (t+1)
dt + f 3 = cos3 t− 1

t sin(t + 1)− cos(t + 1),

f (0) = 1, d f (0)
dt = 0.

(14)

The MF of the Equation (14) is written as:

EFit =
1
N

N

∑
i=1

(
ti

d2 f̂ (ti+1)
dt2 + d f̂ (ti+1)

dt + ti f̂ 3

+ti cos(ti + 1)− ti cos3 ti + sin(ti + 1)

)2

+
1
2

( f̂0 − 1
)2

+

(
d f̂0

dt

)2
 (15)

The exact solution of Equation (15) is cos(t).

Problem 2. Consider a second kind of NLE-PDSM with multiple trigonometric functions given as:{
d2 f (t+1)

dt2 + 1
t

d f (t+1)
dt + f 3 = − sin(t + 1) + 1

t cos(t + 1) + sin3 t,

f (0) = 0, d f (0)
dt = 1.

(16)

The MF of Equation (16) is written as:

EFit =
1
N

N
∑

i=1

(
ti

d2 f̂ (ti+1)
dt2 + d f̂ (ti+1)

dt + ti f̂−1

+ti sin(ti + 1)− cos(ti + 1)− ti(sin3 ti)

)2

+ 1
2

((
f̂0

)2
+
(

d f̂0
dt − 1

)2
) (17)

The exact solution of Equation (17) is sin(t).

Problem 3. Consider a second kind of NLE-PDSM with hyperbolic trigonometric functions
given as: {

d2 f (t+1)
dt2 + 2

t
d f (t+1)

dt + f 3 = cosh(t + 1) + 2
t sinh(t + 1) + cosh3 t,

f (0) = 1, d f (0)
dt = 0.

(18)

The MF of Equation (18) is written as:

EFit =
1
N

N

∑
i=1

(
ti

d2 f̂ (ti+1)
dt2 + 2 d f̂ (ti+1)

dt + tie f̂

−tiet2
i +1 − 6

)2

+
1
2

( f̂0 − 1
)2

+

(
d f̂0

dt

)2
 (19)

The exact solution of Equation (19) is cosh(t).

The optimization of the second kind of NLE-PDSM was carried out by solving these
three problems with the ANN-GAASM for fifty independent runs to assess the parameters
of the systems. The best weight sets are provided to authenticate the numerical results of the
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second kind of NLE-PDSM given in set (6) using 10 neurons. The resulting mathematical
representations of the designed second kind of NLE-PDSM take the form of:

f̂P−I(t) = 1.2462
1+e−(0.5195t−0.4927) − 2.0599

1+e−(−0.6122t+1.1873) − 0.1672
1+e−(−0.5884t−0.4693)

− 4.1094
1+e−(1.1527t−2.7678) +

0.4299
1+e−(0.4704t+16.7669) − 0.7927

1+e−(−2.4017t−1.2057)

+ 0.0434
1+e−(1.0692t−0.2446) +

0.9022
1+e−(0.4697t−10.4579) + 2.7240

1+e−(0.9679t−3.6279)

+ 3.4868
1+e−(0.9679t−3.6279) ,

(20)

f̂P−2(t) = −4.1356
1+e−(11.9227t+9.5392) − 2.3829

1+e−(−8.9779t−7.9528) − 17.1782
1+e−(18.2362t+13.0871)

− 16.2736
1+e−(0.6399t−1.1890) + 2.4965

1+e−(−16.5536t−13.5692) +
6.4219

1+e−(10.6676t−13.4406)

+ 18.1336
1+e−(8.0454t+15.0673) +

14.4518
1+e−(0.8423t−0.5010) − 1.9949

1+e−(−7.5743t−11.0638)

+ 1.5269
1+e−(4.6908t+19.6889) ,

(21)

f̂P−3(t) = 0.1711
1+e−(0.0066t+1.1605) − 0.2740

1+e−(1.1811t+2.2318) +
0.5136

1+e−(0.6055t−1.0292)

+ 10.0496
1+e−(2.5368t−7.7197) + 0.9901

1+e−(0.9617t−0.8032) +
2.1883

1+e−(1.3496t+2.2103)

+ 2.7897
1+e−(2.0643t−4.5105) +

2.2413
1+e−(5.3506t−3.4608) − 0.7656

1+e−(2.1996t−0.5811)

− 1.2540
1+e−(−1.5971t+2.1332) ,

(22)

To solve Problems 1–3 based on the second kind of NLE-PDSM using ANN-GAASM,
optimization was performed through repeating the GAASM hybridization scheme for
50 independent runs. Figure 2a–c represents the best ANN weight set that was implemented
in (20–22) to find the proposed solutions using the designed ANN-GAASM. In Figure 2d–f,
comparisons of the exact, mean and worst results obtained by the proposed ANN-GAASM
for the second kind of NLE-PDSM are provided. One can see the overlapping of all the
solutions, which signifies the accuracy of the proposed ANN-GAASM. Figure 3 indicates
the absolute error (AE) and performance indices of ANN-GAASM solutions of Problems
1–3 based on the second kind of NLE-PDSM. The AE along with performance indices
for Problems 1–3 using ANN-GAASM are presented in Figure 3a. It is observed that the
AE values lay between 10−6 to 10−4 for all three problems. Performance investigations
based on Fitness, ENSE and TIC operators are shown in Figure 3b–d. It is seen that the
Fitness and TIC values lay at approximately 10−18–10−15 and 10−10–10−5, respectively,
while the best ENSE operator values lay between 10−10–10−5 and the mean ENSE values
lay in good ranges.

The convergence performances for solution of Problems 1–3 using ANN-GAASM
in terms of Fitness, TIC and ENSE values, boxplots and histograms for 10 neurons are
provided in Figures 4–6. The Fitness performances are shown in Figure 4, Tic performances
are illustrated in Figure 5 and ENSE values are plotted in Figure 6. It is shown that
most of the runs for Problems 1–3 lay in the ranges 10−8–10−5, 10−7–10−5 and 10−5–10−2,
respectively. This can authenticate and prove the worth of the designed ANN-GAASM for
solving Problems 1–3 for the second kind of NLE-PDSM.

Statistical data from 100 runs of ANN-GAASM on Problems 1–3, including the mini-
mum (Min), median (Med), Mean, SI-R and STD, are provided in Table 2. These statistical
data confirm the precision and accuracy of the projected ANN-GAASM. For Problems 1,
2 and 3, the Min values of the G.FIT, G.TIC and G. ENSE were in the ranges 10−9–10−5,
10−9–10−4 and 10−9–10−5 respectively; the Med, Mean and SI-R values clustered in the
range 10−7–10−3, while most of the STD values were found in the range of 10−5–10−2.
Table 3 shows statistical data from 100 independent runs of ANN-GAASM in terms of the
global performances of G.FIT, G.TIC and G. ENSE. These close-to-optimum performances
on global statistical measures uphold the precision of ANN-GAASM.
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Figure 2. ANN best weights and result comparisons using the ANN-GAASM for Problems 1 to
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based on Problem 2. (c) ANN weights based on Problem 3. (d) Result comparison for Problem 1.
(e) Result comparison for Problem 2. (f) Result comparison for Problem 3.
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Mean 4 × 10−6 4 × 10−3 7 × 10−3 9 × 10−3 1 × 10−2 1 × 10−2 1 × 10−2 1 × 10−2 1 × 10−2 1 × 10−2 1 × 10−2 
SI-R 1 × 10−6 7 × 10−4 2 × 10−3 3 × 10−3 4 × 10−3 4 × 10−3 4 × 10−3 5 × 10−3 5 × 10−3 5 × 10−3 5 × 10−3 
STD 3 × 10−7 1 × 10−2 1 × 10−2 1 × 10−2 1 × 10−2 2 × 10−2 2 × 10−2 2 × 10−2 2 × 10−2 2 × 10−2 2 × 10−2 
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Min 3 × 10−9 3 × 10−6 8 × 10−5 9 × 10−5 4 × 10−5 3 × 10−6 1 × 10−4 1 × 10−4 6 × 10−5 2 × 10−5 4 × 10−6 
Med 4 × 10−7 5 × 10−4 1 × 10−3 2 × 10−3 3 × 10−3 4 × 10−3 5 × 10−3 5 × 10−3 5 × 10−3 6 × 10−3 6 × 10−3 
Mean 4 × 10−6 4 × 10−3 7 × 10−3 9 × 10−3 1 × 10−2 1 × 10−2 1 × 10−2 1 × 10−2 1 × 10−2 1 × 10−2 1 × 10−2 
SI-R 1 × 10−6 7 × 10−4 2 × 10−3 3 × 10−3 4 × 10−3 4 × 10−3 4 × 10−3 5 × 10−3 5 × 10−3 5 × 10−3 5 × 10−3 
STD 2 × 10−6 1 × 10−2 1 × 10−2 1 × 10−2 1 × 10−2 2 × 10−2 2 × 10−2 2 × 10−2 2 × 10−2 2 × 10−2 2 × 10−2 

Figure 3. AE and performance indices of ANN-GAASM solutions of Problems 1–3 based on the
second kind of NLE-PDSM. (a) AE values for Problems 1–3. (b) Performance indices for Problem 1.
(c) Performance indices for Problem 2. (d) Performance indices for Problem 3.

Table 2. Statistical performances of ANN-GAASM solutions of Problems 1–3 based on the second
kind of NLE-PDSM.

Index Mode
Proposed Solutions of Problems 1–3 Based on the Second Kind of NLE-PDSM

0 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90 1.0

P-1

Min 3 × 10−9 3 × 10−6 8 × 10−5 9 × 10−5 4 × 10−5 3 × 10−6 1 × 10−4 1 × 10−4 6 × 10−5 2 × 10−5 4 × 10−6

Med 4 × 10−7 5 × 10−4 1 × 10−3 2 × 10−3 3 × 10−3 4 × 10−3 5 × 10−3 5 × 10−3 5 × 10−3 6 × 10−3 6 × 10−3

Mean 4 × 10−6 4 × 10−3 7 × 10−3 9 × 10−3 1 × 10−2 1 × 10−2 1 × 10−2 1 × 10−2 1 × 10−2 1 × 10−2 1 × 10−2

SI-R 1 × 10−6 7 × 10−4 2 × 10−3 3 × 10−3 4 × 10−4 4 × 10−3 4 × 10−3 5 × 10−3 5 × 10−3 5 × 10−3 5 × 10−3

STD 4 × 10−7 1 × 10−2 1 × 10−2 1 × 10−4 1 × 10−2 2 × 10−2 2 × 10−2 2 × 10−2 2 × 10−2 2 × 10−2 2 × 10−2

P-2

Min 3 × 10−9 3 × 10−6 8 × 10−5 9 × 10−5 4 × 10−5 3 × 10−6 1 × 10−4 1 × 10−4 6 × 10−5 2 × 10−5 4 × 10−6

Med 4 × 10−7 5 × 10−4 1 × 10−3 2 × 10−3 3 × 10−3 4 × 10−3 5 × 10−3 5 × 10−3 5 × 10−3 6 × 10−3 6 × 10−3

Mean 4 × 10−6 4 × 10−3 7 × 10−3 9 × 10−3 1 × 10−2 1 × 10−2 1 × 10−2 1 × 10−2 1 × 10−2 1 × 10−2 1 × 10−2

SI-R 1 × 10−6 7 × 10−4 2 × 10−3 3 × 10−3 4 × 10−3 4 × 10−3 4 × 10−3 5 × 10−3 5 × 10−3 5 × 10−3 5 × 10−3

STD 3 × 10−7 1 × 10−2 1 × 10−2 1 × 10−2 1 × 10−2 2 × 10−2 2 × 10−2 2 × 10−2 2 × 10−2 2 × 10−2 2 × 10−2

P-3

Min 3 × 10−9 3 × 10−6 8 × 10−5 9 × 10−5 4 × 10−5 3 × 10−6 1 × 10−4 1 × 10−4 6 × 10−5 2 × 10−5 4 × 10−6

Med 4 × 10−7 5 × 10−4 1 × 10−3 2 × 10−3 3 × 10−3 4 × 10−3 5 × 10−3 5 × 10−3 5 × 10−3 6 × 10−3 6 × 10−3

Mean 4 × 10−6 4 × 10−3 7 × 10−3 9 × 10−3 1 × 10−2 1 × 10−2 1 × 10−2 1 × 10−2 1 × 10−2 1 × 10−2 1 × 10−2

SI-R 1 × 10−6 7 × 10−4 2 × 10−3 3 × 10−3 4 × 10−3 4 × 10−3 4 × 10−3 5 × 10−3 5 × 10−3 5 × 10−3 5 × 10−3

STD 2 × 10−6 1 × 10−2 1 × 10−2 1 × 10−2 1 × 10−2 2 × 10−2 2 × 10−2 2 × 10−2 2 × 10−2 2 × 10−2 2 × 10−2
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Table 3. Global statistics for the solution of Problems 1–3 based on the second kind of NLE-PDSM
using ANN-GAASM.

Problem
G.FIT G.TIC G.ENSE

Min Mean Min Mean Min Mean

1 2.4879× 10−11 1.0885× 10−8 5.4910× 10−7 2.3769× 10−4 2.5247× 10−8 7.0495× 10−7

2 1.6761× 10−12 6.1081× 10−9 1.4696× 10−8 4.0544× 10−3 1.6678× 10−8 4.2113× 10−6

3 1.9434× 10−11 9.4892× 10−8 4.4825× 10−7 2.7903× 10−3 5.4468× 10−8 3.6132× 10−6

6. Conclusions

The present work was the design of a novel second kind of nonlinear Lane–Emden
prediction differential singular model (NLE-PDSM) based on the standard Lane–Emden
form. The designed model provides the details of singular points, prediction terms and
shape features. In order to find the precision and accuracy of the novel designed second
kind of NLE-PDSM, three problems involving trigonometric and hyperbolic trigonomet-
ric functions represented with the second kind of prediction differential equation were
designed, and numerical investigations were accomplished by combining artificial neu-
ral networks with global and local search proficiencies via the genetic algorithm and the
active-set method. A neuro-evolution model integrated with the active-set method, ANN-
GAASM, was presented and could solve the second kind of NLE-PDSM effectively by
continuous representations-based modeling of ANNs optimized using the global potential
of the GA together with the quick local search of the ASM. The achieved and reference
results were compared, and the AE of the model lay within good measurements. Due to
these results, one can conclude that the ANN-GAASM is efficient and precise for solving
the second kind of NLE-PDSM. Furthermore, statistical data based on 50 executions to
solve the second kind of MLE-PDSM, including the Min, Med, Max, SI-R, Std and Mean
operators, authenticated the accurateness, robustness and trustworthiness of the ANN-
GAASM, which was dignified by TIC and ENSE performances across 100 repetitions along
with global performance indices for each problem based on the second kind of NLE-PDSM.

In the future, the designed ANN-GAASM could also be employed for two- and three-
dimensional fluid dynamics models, information security models and biological models.
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