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Abstract

Understanding the mindset of people who die by suicide remains a key research challenge.
We map conceptual and emotional word-word co-occurrences in 139 genuine suicide notes
and in reference word lists, an Emotional Recall Task, from 200 individuals grouped by
high/low depression, anxiety, and stress levels on DASS-21. Positive words cover most
of the suicide notes’ vocabulary; however, co-occurrences in suicide notes overlap mostly
with those produced by individuals with low anxiety (Jaccard index of 0.42 for valence and
0.38 for arousal). We introduce a “words not said” method: It removes every word that
corpus A shares with a comparison corpus B and then checks the emotions of “residual”
words in A — B. With no leftover emotions, A and B are similar in expressing the same
emotions. Simulations indicate this method can classify high/low levels of depression,
anxiety and stress with 80% accuracy in a balanced task. After subtracting suicide note
words, only the high-anxiety corpus displays no significant residual emotions. Our findings
thus pin anxiety as a key latent feature of suicidal psychology and offer an interpretable
language-based marker for suicide risk detection.

Keywords: complex networks; text analysis; emotional profiling; cognitive network science;
suicide behavior; psychological distress

1. Introduction

Approximately 800,000 people die by suicide every year—that is about one suicide

every 40 s [1], and there is no evidence indicating a decline in these rates over time. Sui-
cide often arises from complex, distressed emotional processing that includes distorted
perceptions about the self and others, as well the world in general [2,3]. Given the variety
and complexity of factors that may lead an individual to contemplate or complete suicide,
it is important to advance research into the psychological conditions surrounding such
a tragic event. Suicide notes—that is, letters written immediately prior to the author’s
suicide—represent one potential window into the mindset of individuals who complete
suicide [4,5]. By analyzing the contents and language of suicide notes, we can gain unique
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insights into the common features of individual experiences and obtain a greater under-
standing of the cognitive components that characterize suicidal ideation [6].

Previous research on suicide notes has focused on identifying their contents, as well
as explicating what features differentiate them from other types of texts [7,8]. Al-Mosaiwi
and Johnstone [9] found that the vocabulary of individuals at risk for suicide contained
more absolutist words (e.g., “always”, “totally”, “entire”) than what was observed among
those diagnosed with depression or anxiety. Understanding the emotional contents of
suicide notes has also been a prominent research goal, wherein sentiment analysis has
been employed to classify the emotions in such texts and train learning algorithms to
distinguish between genuine and simulated suicide notes [10,11]. While these automated
text-analytic techniques can be powerful for identifying written signs of suicidal ideation,
they can be difficult to interpret and often use a “bag-of-words” approach that ignores the
relationships between words and how they are used. Cognitive networks, however, offer
a more readily-interpretable quantitative framework wherein the emotional contents of
suicide notes can be analyzed while taking into account their associative structure—that
is, networks allow for the study of both the contents and contexts of words used in suicide
notes [12].

Recent studies of suicide notes with computational methods have provided unique
insights into the structure of their emotional contents. For instance, Teixeira et al. [13]
and Stella et al. [14] found, with different methodologies, that suicide notes exhibited a
compartmentalized structure, such that positively- versus negatively-valenced words were
often connected with one another [15]. Moreover, Stella et al. [14] found that the narratives
of suicide notes contained a higher degree of narrative complexity, i.e., associations of
contrastive elements, than notes written by a non-suicidal control group. Together, these
findings reflect that suicide notes may contain a unique emotional and lexical footprint.

However, an important unresolved issue is whether traces of that lexical footprint [16]
can be observed in notes written by individuals who exhibit high levels of emotional
distress, such as stress, depression, and anxiety. Addressing this question represents the
primary goal of the present research. Comparing the emotional structure of suicide notes
with that of notes written by individuals reporting symptoms of internalizing disorders [17]
provides a step forward in using cognitive networks to identify signs of suicidal ideation
(and thereby, possible suicide risk) in written texts. Our motivation for this work lies in the
potential of these insights to have clinical implications for improving prevention efforts.
Specifically, by supplementing previous machine learning research [7,18,19], we can create
network models that are more informative to clinicians and may be used to detect nuanced
features of texts that flag groups who are at risk for suicidal behavior.

Several studies have shown that higher levels of stress, depression, and anxiety
can be risk factors for suicidal ideation and behavior [20-23]. Research has shown that
among adults who reported a lifetime suicide attempt, up to 70% of them had an anxiety
disorder [24]. Similarly, approximately 60% of individuals who completed suicide were
diagnosed with major depressive disorder [25]. Thus, to identify signs of suicidal ideation
among individuals who report symptoms of internalizing disorders, it is an important
goal to assess how the mindset of individuals who complete suicide might differ from the
mindsets of those who exhibit psychopathological symptoms but did not attempt suicide.

Manuscript Aims and Research Questions

In this paper, we employ a cognitive network science framework to investigate the
emotional contents and structure of suicide notes. Similar to past research that used net-
works to study suicide notes [13,14], we construct co-occurrence networks to map the
associative structure of words used in such notes and analyze the organization of their
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emotional contents. We create networks from a sample of recalls produced by individuals
who reported high/low levels of internalizing symptoms (i.e., stress, depression, and anxi-
ety), and aim to assess the structural similarities and differences between suicide notes and
these other recalls.

Our main research questions are:

e RQI: Using cognitive network science, do people with high/low anxiety or stress or
depression tend to perform the same emotional associations compared to authors of
genuine suicide notes?

*  RQ2: Are there other negative emotional trends that are being obfuscated by a domi-
nance of positive words and associations in suicide letters?

We explore RQ1 by building emotional networks from texts of suicide notes and from
data available from past clinical studies [26]. To investigate RQ2, we outline a novel analysis
of residual emotions in texts.

To the best of our knowledge, this paper represents the first attempt to directly com-
pare networks created from suicide notes with those created from notes produced by
individuals experiencing high/low levels of emotional distress. The primary goal behind
this research is to compare and contrast the mindsets of individuals experiencing these
negative psychological conditions with those of individuals who completed suicide to
inform future research on suicide prevention.

2. Transparency and Openness

No studies within this paper were preregistered. The suicide note data were obtained
via personal communication with external researchers, and so are not made publicly
available by the current authors. Access to the de-identified ERT data collected by [26]
is available at the following repository (accessed on 23 June 2024): https:/ /osf.io/b9h2t.
Access to all code used to conduct the analyses described in this paper are also available at
the following repository (accessed on 23 June 2024): https:/ /osf.io/vxznr. We report how
we determined our sample size, all data exclusions, all manipulations, and all measures in
the study. Our sample size of suicide notes was determined by the preexisting data that
were obtained by Schoene and Dethlefs [11]; the same is true of the sample size for the ERT
data obtained by Li et al. [26]. Ethical approval was granted from the HSSREC IRB panel
at the University of Warwick to work with the suicide notes and the emotional recall data
(HSSREC 63/21-22).

3. Methods

This section briefly outlines the datasets and network structures investigated in this
study. An outline of the Methods adopted in this work is presented in Figure 1.

3.1. Genuine Suicide Notes and ERT Data

This work used 139 genuine suicide notes curated by Schoene and Dethlefs [11] and
investigated also in previous works, through different methodologies [13,14,18]. These
letters were written in English by individuals who completed suicide. A suicide letter
included an average of 120 words. No additional contextual information (e.g., demo-
graphics) was available from the dataset. Notes were processed with names and sensitive
information anonymized by Schoene and Dethlefs [11], thus filtering out any sensitive
information from the analysis. Text was tokenized (i.e., split into words) and stemmed
(e.g., regularize different forms to a common morphonological root) through Mathematica
11.3. Punctuation was discarded and we considered only stemmed words appearing in
the Emotional Recall Task (ERT). The corpus was gathered by other researchers, Schoene
and Dethlefs [11], from fact-checked newspaper articles and other sources like books or
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diaries collected by clinical psychologists. For privacy reasons, no demographic data about
authors was mentioned in the original dataset gathered by Schoene and Dethlefs [11]. This
corpus is mostly relative to native English speakers from the US and UK was collected over

a span of 60 years, between 1958 and 2016.

B ———
Import the ERT data (200 lists of

\ responses + DASS21 scores) and the 139 >
~—_ suicide letters. -

Apply text normalisation:

e Inthe ERT data, stem responses;

«  Foreach suicide letter, tokenize all text,
remove stopwords and apply stemming.

happiness, anger, jealousy, friendliness, trus
ecstatic, happy, jovial, ambitious, motivated,

proud, happy, tired, strong, enlightened, thou|

All ERT responses are lists of stems, e.g.
{*happy”, “sad",..., “hopeful”}.
Consider the emotional dictionary D of all stems
observed in ERT data (|D|=475 stems).
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stems in D and represent letters as sequences of
ERT-represented stems.

Consider the Largest Connected Component
(LCC) of each emotional network.
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networks of emotional co-
occurrences: High/Low
Anxiety, High/Low
Depression, High/Low Stress
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To each High/Low partitioning, apply a co-occurrence
network building process (Goni et al. 2011) with
L =2 (window size), T = 1 (co-occurrence threshold)
and a Binomial filtering for spurious frequency effects.

| Partition the ERT data according to High/Low levels
of: (1) Anxiety, (2) Depression, (3) Stress scores.
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Which emotional network of
High/Low Anxiety/Depression/Stress
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Figure 1. Flowchart of data processing within the “words not said” analysis. The aim of this data
pipeline is to identify whether a given set of emotional responses (i.e., the ones mentioned in suicide
notes) is similar in structure and emotional content to patterns observed in recalls produced by
individuals with high or low levels of anxiety, depression and stress.

The Emotional Recall Task was introduced by Li et al. [26]. N = 200 individuals
recruited from Amazon Mechanical Turk (MTurk) recalled 10 emotional states while report-
ing how they felt in their last month through a fluency task. The overall dataset included
475 different stems of emotional words (e.g., happy, sad, etc.) in English. We considered
each recall as a list of words and stemmed it with Mathematica 11.3. Each word list/recall
was relative to a numeric score from the Depression Anxiety Stress Scales (DASS; [17]).
We partitioned ERT recalls as produced by people with higher-than-median and lower-
than-median anxiety. We did the same for stress and depression, obtaining six different
collections of ERT recalls.

For text analysis of the suicide notes, we used BERTopic version 0.17.0 in Python 3.13.3
to perform probabilistic topic modelling Boyd [27].

3.2. Emotional Co-Occurrence Networks

To identify the structure of emotional co-occurrences across populations experiencing
depression, anxiety, stress and suicide ideation, we used a cognitive network science frame-
work [28]. We used the sequences of emotional words from suicide notes and 200 responses
from the ERT data to build networks of emotion co-occurrence in the narratives and rec-
ollections of our target populations (see also Supporting Information). As in previous
studies dealing with fluency data, we used the approach by Goiii et al. [28] for building
co-occurrence networks out of word lists. We used an I = 2 window, i.e., we consid-
ered the two words that immediately preceded and followed each word in the texts as
co-occurring together. We applied this window to all words in all sentences, and recorded
all co-occurrences as connections between pairs of concepts. We then discarded all idiosyn-
cratic co-occurrences, that is, those appearing only once. We additionally selected links
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by considering a Binomial filtering based on word frequency in the corpora. All corpora
featured a total of |D| = 475 unique stems.

In any list, either those coming from ERT data or from texts, in order for any two
words to appear in a co-occurrence link they must:

1.  appear in the same list;
2. be at a distance equal to or lower than L in the list.

Considering f; and f; as the frequencies for words 7 and j in the considered list of lists,
then the probability for those words to appear in the same list is:

P - fifi

] W/ (1)

where M is the number of lists available. This equation assumes that words appear in lists
at random, proportionally to their own frequencies and independently of other words,
i.e., words” appearance follows a Bernoulli process. According to this assumption, it is
relatively easy to identify the probability for any two words to appear in the same list and
at up to distance L = 2 being;:

Pf = fiijz
" aui(ul - 1) (Lu) - 251

@)

where |U| is the number of unique words across the considered lists (in our case U is a
subset of D). For a detailed mathematical description of the method, we invite the interested
reader to see Goiii et al. [28]. The probabilities Pl-C]- can be used as a Binomial filter to discard
all co-occurrences occurring a certain amount of times in the generative phase. Following
Goirii et al. [28], we reconstructed a confidence interval at a significance of 0.05 from each
empirically counted co-occurrence words i and j, using a Clopper—Pearson exact method.
Our null hypothesis was that the observed co-occurrence was due to random frequency
effects. We failed to reject the null hypothesis for co-occurrences where the left bound of the
empirically retrieved confidence interval was lower than the random null probability Pf]
Otherwise, we rejected the null hypothesis and considered for the observed co-occurrence
to arise not by chance (due to frequency effects) but rather to cognitive efforts in linking
words together.

Those nodes selected according to the above process, within the set D, were added to
all networks, and then connections for every emotional network were added according to
the procedure by Goiii et al. [28]. This led to seven emotional networks where nodes represent
emotional states and links indicate stronger-than-expected emotional co-occurrences in
clinical populations, i.e., people experiencing suicidal ideation and low /high depression,
anxiety and stress. These networks were: high anxiety (HA), low anxiety (LA), high depres-
sion (HD), low depression (LD), high stress (HS), low stress (LS) and suicide notes (SN).

As reported in the flowchart in Figure 1, we used the above data sources to iden-
tify whether the structure of emotional associations expressed in suicide notes resemble
those produced by individuals with high or low levels of emotional distress, across the
dimensions of anxiety, depression and stress.

Notice that emotional networks encode emotional associations as provided by indi-
viduals with higher or lower emotional distress and by authors of genuine suicide letters.
The topology of these networks encapsulate relevant information for understanding how
these groups of individuals structured and associated emotional words.
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3.3. Emotional Auras and Jaccard Similarity

Words in each emotional network were enriched with valence/arousal labels from the
valence—arousal-dominance dataset by Mohammad [29]. Labels for valence were “positive”
(upper quartile), “negative” (lower quartile) or neutral (otherwise). Labels for arousal
were “exciting” (upper quartile), “inhibitive” (lower quartile) or neutral (otherwise). These
labels were used to detect the type of negative/positive or boring/exciting associations
between emotional states. As in Stella et al. [14], we used the metric of emotional auras to
combine valence/arousal labels and network connectivity. For each word, we detected
its neighborhood, i.e., the set of all words co-occurring with it. Example neighborhoods
for “happi” are reported in Figure 2a. We then counted the most frequent valence-arousal
polarities populating each neighborhood; this is the emotional aura attributed to a word and
depending on its neighborhood of associations. The aura of each word does not depend
on its valence—arousal labels, but rather on the affective labels of its neighbors/associates.
For instance, “happi” (stem for “happiness” and “happy”) is always labeled as a posi-
tive/arousing concept. However, it inherits a positive aura in the network produced by
people with low depression, and a negative aura in the network produced by people with
high depression, as represented in Figure 2a. Disconnected nodes received neutral auras.
By considering an ordered list of nodes {Dj, D», ..., D475}, we represented each emotional
network N as a vector:

Va(N) = {A1, Ay, ..., Auz}, )

of emotional auras for each corresponding node. By computing Jaccard similarity between
vectors, we measured how similar emotional networks were in associating concepts with
analogous emotional auras, mixing valence/arousal and emotion co-occurrence.

Emotional profiles were built by using the NRC Emotion Lexicon [30]. The latter is a
behavioral mapping between words and the emotions elicited by them [30].

3.4. Mathematical Characterization of the “Words Not Said” Analysis

Counting how many emotions are present in a given set powered our “words not said”
analysis. We measured residual emotions present in the complement C of two lists of
words with degree k > 1, one list coming from a network of low /high negative states and
the other list coming from suicide notes. For example, this procedure makes it possible
to consider the emotions persisting in words that were mentioned by people with high
depression but not mentioned/associated in suicide notes.

From a mathematical perspective, we denote with Vi cc(N) the vertex set of all ver-
tices/words being featured in the largest connected component of a network . The “words
not said” focuses on a set subtraction operation between the vertex set of the largest con-
nected component of the original emotional network based on suicide nodes, namely
LCC(SN), and each of the high/low emotional networks, respectively. We thus compute
residual vertex sets:

R(s) = Vice(s) — (Vicc(SN) N Viee(s)), 4)

fors € {HA,LA,HD,LD,HS,LS}.

The intersection is relevant as to not remove words that are not present in LCC(s).
The residual vertex sets R feature words that were mentioned and associated by individuals
of the same level and type of emotional distress (e.g., high anxiety levels) but “not said”
by authors of suicide letters. By design, this subtractive operation should remove any
overlap between SN and a reference emotional network. Since SN features an abundance
of positive associations, then the subtractive operation should remove most positive as-
sociations in SN and potentially highlight other emotional patterns. Notice also that the



Big Data Cogn. Comput. 2025, 9,171 7 of 20

subtractive operation is mathematically induced by network connectivity: Only words that
are mentioned and associated in the reference emotional network (e.g., HA) can remain
in R(s). As reported in Table 1, most reference emotional networks do not coincide with
their largest connected component. This means that the residual sets feature and depend
on words of relevance for the connectivity of the overall emotional network.
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Figure 2. (a) Semantic frame for “happi” (stem for “happiness”, “happy”, etc.) in the emotional
networks by people with high depression (left), low depression (center) and suicide ideation (right),
respectively. On the top (bottom) row, colors are based on valence (arousal). Positive (exciting)
concepts are highlighted in cyan (orange) while negative (inhibiting) concepts are highlighted in
red (teal). Neutral words are in black. We see that “happi” has a strongly negative emotional aura
in one context (high depression), and a positive emotional aura in another (low depression). This
contextual effect exemplifies how the emotional aura of a word is determined by its associative
structure, rather than its valence-arousal label. (b) Jaccard similarities between networks represented
as vectors of emotional auras. (c) Semantic frame for “excit” (stem for “excitement”, “exciting”,
etc.) in the emotional networks by people with high anxiety (top), low anxiety (center) and suicide
ideation (bottom), respectively. On the left (right) column, colors are based on valence (arousal).
Positive (exciting) concepts are highlighted in cyan (orange) while negative (inhibiting) concepts are
highlighted in red (teal). Neutral words are in black.

These residual sets R(s) feature emotional words mentioned by individuals with
certain distress levels but not said in suicide letters. Intuitively, the closest similarity
between the SN and the reference emotional network should happen when the residual
sets feature emotionally neutral words, i.e., words that do not bring strong emotional
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content. This is an important point, where similarity with the SN network originates from
the fact that its emotional associations, when removed as an LCC, do not leave other strong
emotional patterns in the LCC of another emotional network.

Table 1. Number of active vertices | V|, number of vertices in the largest connected component
(LCC), number of links |E|, average clustering coefficient ¢ and mean network distance d between
any two words in each network. Notice that active vertices are by definition those vertices with at
least one connection in a network.

V| VI (LCC)  |E| (LCO) ¢ (LCC) d (LCC)
HS 185 185 385 0.139 3.890
LS 218 204 455 0.194 3.591
HD 196 176 400 0.196 3.462
LD 217 203 420 0.151 3.676
HA 209 189 398 0.152 3.834
LA 227 193 436 0.179 3.709
SN 120 120 303 0.393 3.034

For any complement list C, we reconstructed its affective content as an emotional
flower [16], where petals indicate z-scores of eight different emotional states based on how
many words elicit a given state.

We operationalize the detection of strong emotional patterns through the emotional
profile analysis, i.e., a statistical comparison between the observed counts of words that
elicit specific emotions against a random null model assembling words at random from
a model accounting for different amounts of words eliciting different emotions. Given a
set of words W, our emotional profiling consists in computing pseudo-z-scores for every
emotion e as:

_ (W) — (ne(r))
Ze = ————~——, (5)
oe(r)

where 71,(W) counts how many words in W elicit emotion e (according [30]), (n.(r)) is
the average number of words found to elicit emotion e over 1000 iterations of a sampling
process where the same amount a of words eliciting for any emotion in W is drawn
uniformly at random from the whole emotional dataset, and o, (r) is the standard error for
(ng(r)>. The index e ran over emotions like: anger, fear, surprise, trust, anticipation, joy,
disgust, and sadness.

The above statistical comparison indicates how rich a text is in terms of words eliciting
emotions when compared to random assemblies of words. Importantly, these random
null models take into account that the distribution of words across emotions is uneven,
e.g., there are more words in language coding for anger than for surprise. The statistical
appropriateness of this approach was extensively tested in [14]. We operationalized “strong”
emotional intensities as being relative to z, > 1.96.

For suicide notes, antonyms of words linked with meaning negations (e.g., “not”)
were added to the count (antonyms were defined via WordNet 3.0; [31]). The observed
profile was matched against 1000 random emotional profiles built by sampling uniformly
at random from the NRC Emotion Lexicon as many words as those that elicited at least one
emotion in the {r;};s. We computed eight z-scores, one per emotional state, and plotted
them in a sector bar chart inspired by Plutchik’s wheel of emotions [32]. The rejection area
z < 1.96 was plotted as a semi-transparent area and concentric circles indicated units of
z-scores higher than 2. See the Supplementary Information for additional details on how
z-scores were computed.

Importantly, all of these analyses rely on network structural properties for their con-
clusions. Emotional auras are determined by local patterns of connectivity within the
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networks, as described in Figure 2a, while the “words not said” analysis evaluates the
global connectivity of the networks in order to focus only on the largest connected compo-
nent (LCC) for creating the network complement C. Further details about this analysis and
our methodology can be found in the Supplementary Information.

3.5. Robustness of the “Words Not Said” Analysis

The “words not said” analysis is ultimately a psychometric measurement of the degree
of emotional similarity between the SN connectivity (captured through connectedness) and
the connectivity of other reference emotional networks. In psychometrics, it is common
practice to establish the appropriateness and performance of measurement through artificial
simulations (cf. Golino and Epskamp [33]). We follow this numerical simulation approach
in view of a simple classification task.

Focusing on the six reference emotional high-low networks, we consider a binary,
balanced classification task where we generate a simulated network as the mix of lists of
high and low responses from the ERT data and then check whether the “words not said”
analysis can correctly classify the network as being most similar to the classification where
most lists come from. Let us unpack this statement. We generate an artificial network
(AN) by adopting the same methodology described in Supplementary Materials Section 51,
i.e., the co-occurrence protocol introduced by Gorii et al. [28]. We use the same parameters
defined in Supplementary Information Section S1. However, an AN comes from a mixture
of emotional recalls. We consider two cases: (1) a moderate noise scenario and (2) a high
noise scenario.

Each of the reference high/low emotional networks is built over data partitioned
through a median, so that all reference emotional networks are based on half the recalls
in the ERT (which considers 200 recalls). To follow the same sample size, in both our
simulated scenarios, we build each AN by using 100 recalls sampled uniformly from both
the high and low partitions of a given emotional distress, e.g., depression. We build an AN
by using predominantly recalls from the high (low) partition and then reach the 100 quota
by sampling from the remaining low (high) partition:

*  In the moderate noise scenario for simulating 100 high distress networks (e.g., 100 high
depression networks), we sample 80% of recalls from high and 20% from low when
building AN that should be classified as high;

*  In the moderate noise scenario for simulating 100 low distress networks (e.g., 100 low
depression networks), we sample 80% of recalls from low and 20% from high when
building AN that should be classified as low;

* In the high noise scenario for simulating 100 high distress networks (e.g., 100 high
anxiety networks), we sample 60% of recalls from high and 40% from low when
building AN that should be classified as high;

* In the high noise scenario for simulating 100 low distress networks (e.g., 100 low
anxiety networks), we sample 60% of recalls from low and 40% from high when
building AN that should be classified as low.

For each dimension of emotional distress (anxiety, stress, depression), we build
100 AN that should be categorized as high (containing mostly high-labeled recalls) and
100 ANs that should be categorized as low (containing mostly high-labeled recalls). We
then perform a “words not said” analysis and note the estimated categorization. Measuring
accuracy and the F1 score, we can quantify how accurately the “words not said” analysis
performs in estimating high/low levels of emotional distress, for each distress dimension.
Notice that this becomes a perfectly balanced, binary classification task, where either a
random classifier or a majority-rule classifier would both achieve an accuracy and F1 score
of 50%.
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4. Results

This Section highlights our quantitative results relative to the syntactic, semantic and
emotional organization of concepts within the considered sample of genuine suicide notes.

4.1. Topics and Emotional Content of Suicide Notes

Applying BERTopic to the considered suicide letters produced eight coherent thematic
clusters, as reported in Table 2. The five most prevalent clusters characterized by high-
probability lemmas, e.g., love, sorry, want, money; life, hope, God; and help, people, together
encompassed 75% of the corpus. Qualitatively, these clusters capture (i) interpersonal af-
fection or apology, (ii) financial/practical worries, (iii) existential or spiritual rumination,
and (iv) pleas for understanding or assistance. These findings underscore how relational
regret and existential distress dominate the narrative space of final communications.

Table 2. Topics, count of mentions across suicide notes and keywords for a topic analysis of suicide
notes with BERTopic.

Topic Count Keywords

1 29 love, sorry, time, life, way, darling, think, always

2 23 love, know, good, sorry, just, like, life, time

3 18 love, way, good, things, make, happy, man, much

4 18 want, love, know, money, good, make, life

5 17 life, hope, god, people, help, sorry, father, love, dear
6 12 park, paris, mansfield, 10, 2000, matter, dear, son

7 12 got, like, january, told, loved, feel, time, good, years
8 10 life, going, way, like, people, friends, just, love

Before focusing on network construction, let us quantify the emotional content of
every single suicide letter in the dataset. Results are reported in Figure 3. The figure
displays the distribution of z-scores for the eight emotions considered in EmoAtlas. Each
histogram represents how frequently specific z-scores occurred for a given emotion in
suicide notes, with bars colored according to their respective emotion (consistent with the
EmoAtlas palette). Vertical dashed red lines at +1.96 demarcate the statistical rejection
region (p < 0.05), highlighting emotionally relevant content with stronger colors. Notably,
joy, trust, and anticipation show a right-skewed distribution with a substantial number
of texts exceeding the +1.96 threshold, suggesting these emotions were unusually ele-
vated in certain notes. Conversely, anger, fear, and sadness exhibit broader distributions,
with several texts falling into the significant range, though often in the negative direction.
The gray-toned bars within the central region (1z| < 1.96) indicate emotionally neutral or
statistically unremarkable content. This visualization reveals that, contrary to expectations,
positive emotions may coexist with or even dominate certain suicide narratives, warranting
further psychological interpretation. This finding motivates a closer look at the content and
structure of the considered suicide notes, using our network-based approach.
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Figure 3. Emotional z-scores coming from each one of the considered suicide notes. The different
colors highlight the rejection region (|z| < 1.96) while the overall color scheme follows the same of
emotional flowers.

4.2. Topology of Emotional Networks for Anxiety, Stress, Depression and Suicide Notes

Table 1 reports the number of active vertices (i.e., words with at least one co-
occurrence), the size of the largest connected set of words, the number of co-occurrences,
the mean local clustering coefficient and the average network distance between any two
words in all emotional networks.

As evident from Table 1 and from the cumulative degree distribution in Supplementary
Materials Figure S1, all emotional networks share very similar topological structures,
i.e., heavy-tailed degree distribution with short average network distance and relatively
high clustering coefficient, all indications of a small-world structure. Using these features
does not help us with the exploration of our research question and we need to go deeper,
harnessing the specific semantic and emotional content of such networks in order to
understand their similarities.

4.3. Suicide Notes’ Semantic Frames

Suicide notes” semantic frames most resemble positive and arousing associations
expressed by individuals with low anxiety.

First, as described by Stella et al. [14] and Teixeira et al. [13], we observed that the sui-
cide notes contained an overwhelming majority of words with positive auras. Specifically,
only three words were observed to have negative auras. Given the paucity of words with
negative auras in the suicide notes as compared with the ERT data, we were not able to
construct appropriate comparisons for words with negative auras across the two datasets.
Thus, we limited the analysis of Jaccard similarity to words with positive auras. In addition
to assessing the similarity of words with positive auras, we also included exciting auras as
a second dimension for computing the Jaccard similarity of each ERT network against the
suicide notes network.

The results for this analysis are displayed in Figure 2b, with the Jaccard similarity of
words with positive auras plotted on the y-axis, and that for words with exciting auras
plotted on the x-axis. Each point on the plot represents the Jaccard similarity between
each ERT network and the suicide notes network on each of the two dimensions. The first
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pattern that emerges is that low stress, anxiety, and depression networks have higher
similarity values for words with positive auras than the corresponding high stress, anxiety,
and depression networks. Notably, we see that the low anxiety network has the highest
levels of Jaccard similarity on both dimensions. This means that words with positive auras
and exciting auras in both the suicide notes and low anxiety networks show the most
similar patterns of connectivity with other words, as compared to what we observe for the
other ERT networks.

4.4. “Words Not Said”, Suicide Letters and High Anxiety

Given that the ERT networks contained a variety of words with negative auras that
were not able to be included in the analysis (due to the dearth of words with negative
auras in suicide notes), this begs the question of what emotional contents exist in those
networks that were not expressed in the suicide notes. That is, our initial analysis was
limited by restricting the ERT networks to only evaluate words that were also included
in suicide notes. Thus, we wanted to evaluate the residual emotional contents expressed
by the “words not said” in suicide notes, but were said by the individuals who completed
the ERT. To do this, we constructed residual networks for the ERT data, wherein for each
subsample (low /high stress, anxiety, and depression) we removed all words that were
present in suicide notes and analyzed the emotional profiles for the remaining words in
each network.

Figure 4 shows the emotional flowers for each of the six ERT residual networks, which
reflect the “words not said” in suicide notes. In each emotional flower the petals reflect
the prevalence, and statistical significance, of each individual emotion among the words
in the corresponding residual network. Petals that extend beyond the semi-transparent
circles indicate that the z-score for that emotion is greater than 2, or that it appeared with
a significantly greater frequency than chance, given an alpha level of 0.05. The only ERT
network that did not reveal any emotions occurring more frequently than chance was the
high anxiety network.

4.5. The “Words Not Said” Analysis: Residual Emotional Levels in Suicide Notes

Low and high anxiety are important constructs to understand emotions (not) expressed
in suicide notes. Our results reveal an interesting relationship between the emotional
contents of suicide notes and those from emotional-recall data provided from a sample
of healthy individuals. Specifically, we observed that the patterns of connectivity among
emotion words with positive and exciting auras in suicide notes showed the greatest
similarity with those in texts written by relatively low-anxiety individuals. This alone
does not tell the whole story. We find that, after removing words used in suicide notes
from networks generated by individuals high/low in stress, anxiety, and depression,
all networks—except those representing written texts from high-anxiety individuals—
contained additional emotional contents not present in suicide notes. Notice that the change
of threshold from 25% to 33% in labeling words as “positive”, “negative” or “neutral” did
not alter the layout of Jaccard similarities. This check indicates that our results are robust to
the specific threshold adopted for partitioning words according to their valence and arousal.

Table 3 reports the results of the classification tasks across different dimensions of
emotional distress once aggregated for each scenario.

Overall, our simulations indicate that even in the presence of high levels of noise in
the artificial data, the “words not said” analysis performs consistently better than random
classification (expected accuracy and F1 score of 50%). In the presence of high levels of
noise, the accuracy and F1 scores are on average 14 points higher than random expectation.
As expected, performance increases consistently in the presence of lower noise levels,
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where the “words not said” analysis achieves an average accuracy centered around 80%.
In this scenario, our “words not said” approach is able to accurately predict roughly
80% of the times the expected high/low categorization of an artificial network (see also
Supplementary Materials).

Words SAID in low/high emotional networks but NOT SAID in suicide notes.

LOW Stress HIGH Stress

Anticipation*

Anger

Disgust Surprise Disgust” Surprise

Sadness Sadness”

LOW Depression HIGH Depression

Anticipation”

Anger Fear™ Anger Fear
Disgust Surprise Disgust Surprise
Sadness Sadness*
LOW Anxiety HIGH Anxiety
Anticipation™ Anticipation™
Anger Fear” Anger Fear
Disgust Surprise Disgust Surprise

Sadness Sadness®

Figure 4. Emotional flowers for all words not mentioned in the suicide notes” network but recalled
by people experiencing high (left) and low (right) levels of anxiety (top), depression (center) and
stress (bottom). On each row, the emotional flower in the middle is relative to suicide notes for an
easier comparison. Petals falling outside of the semi-transparent circle indicate a stronger emotional
richness of words eliciting a given emotion beyond random expectation (p-value < 0.05, marked also

with a star in the figure).
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Table 3. Accuracy and F1 scores for each dimension of emotional distress. Each score is relative to
200 simulations with artificial networks and a “words not said” analysis. Values indicate means and
are presented with standard errors.

Moderate Noise (20%) High Noise (40%)

Accuracy (%) F1 (%) Accuracy (%) F1 (%)
Anxiety 80.1£0.9 68.7 £0.9 66+ 1 63.7+0.9
Depression 79.5+09 67.1+£09 63.9+£0.8 61.2+09
Stress 80+1 69.3+0.7 67.2+0.8 62.1+0.9

The above results indicate that the network connectivity and the emotional pseudo-
z-scores implemented in the “words not said” analysis are more accurate than random
expectation in identifying levels of emotional distress. Hence, the outcome of these simu-
lations is that the “words not said” analysis can consistently detect patterns of emotional
distress and could thus be applied to the investigation of other networks, like the SN one.
Notice that each of the above binary classification tasks are not performed perfectly with
the “words not said” analysis, i.e., the algorithm never achieves an accuracy of 100%. This
might be due to either some limitations of the data being processed as a network or rather to
the presence of redundancy and correlations across the considered dimensions of emotional
distress, i.e., some co-occurrences produced by individuals with low depression might be
present also in the network produced by individuals with high depression. This overlap
evidently limits the classification power of the approach, which should thus be interpreted
in view of relevant psychological literature.

5. Discussion

The purpose of the current study was to compare the emotional content of words in
139 genuine suicide notes curated by Schoene and Dethlefs [11] to those from 200 healthy
individuals who completed the Emotional Recall Task in which they recalled 10 emotional
states while reporting how they felt in their last month through a fluency task. Our
secondary goal was to identify how many emotions were present in a given set of “words
not said” by measuring residual emotions from a network of low /high emotion states
and one list coming from suicide notes. We observed that patterns of connectivity among
emotional words in suicide notes were most similar to those in texts written by low-
anxiety individuals, e.g., potentially healthy controls exhibiting low levels of anxiety in
a DASS-21 scale. At the same time, after removing the bulk of positive associations,
the remaining collection of emotions in suicide notes was most similar to states expressed
by high-anxiety individuals.

Our findings reveal that the mindset of individuals who complete suicide has a
complex association with the mindset of individuals experiencing anxiety. At first glance,
it appears that the organization of emotion words in suicide notes is most similar to that in
notes written by individuals with low levels of anxiety. However, upon closer investigation,
it seems that individuals with low anxiety also frequently express other types of emotions
within their written texts, particularly a high level of joy and anticipation. However,
heightened levels of these additional emotions appear to be absent among individuals who
reported higher levels of anxiety, indicating that the collection of emotional contents they
express matches more closely to that observed in suicide notes. An interesting conclusion
of this research is that understanding how the emotional contents in suicide notes relate to
those expressed by individuals with different levels of internalizing symptoms may have
less to do with what is actually written, and more to do with the “words not said”.

It is important to emphasize that these results are direct products of analyzing the
connectivity of the networks studied in this paper. Where our study of emotional content
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relies on the networks’ local connectivity, and the “words not said” analysis relies on their
global connectivity. Moreover, upon further analysis of other structural properties of the
networks—including degree distribution, average clustering coefficient, and average net-
work distance—we see that they all have a similar global topology (i.e., heavy-tailed degree
distribution with short average network distance and relatively high clustering coefficient),
highlighting that local connectivity is really the key feature driving the present results. See
the Supplementary Information for more details about these additional analyses.

Suicidal ideation (a suicide risk factor) is associated with several anxiety disorders
and related or secondary disorders (e.g., post-traumatic stress disorder, borderline per-
sonality disorder; [23,34]). One meta-analysis indicated that the presence of an anxiety
disorder distinguishes individuals who think about suicide from those who attempt suicide,
whereas depression was similarly prevalent in both groups [35]. By definition, anxiety is
a psychological construct linked to a perception of real or perceived danger, eliciting a
range of typical responses (e.g., fight-or-flight response; [36]), associated with high emo-
tional and physiological arousal. High-anxiety individuals may have an external locus of
control (i.e., feeling one’s life is controlled by external factors); perceived lack of control
may facilitate feelings of hopelessness that, in theory, exacerbate suicidal ideation [37,38].
Indeed, having an external locus of control has been associated with suicide attempts [39].
It is also possible that “high anxiety’ is a proxy for overarousal and/or sensitivity to the
experience of anxiety, both of which have been suggested as risk factors for suicide [40,41].
More generally, neuroticism (a personality construct strongly related to anxiety) is likely
negatively associated with positive affective experiences like joy [42].

The above provides some context to help explain why we observed a relationship
between the emotions expressed by high-anxiety individuals and those expressed in suicide
notes. However, the fact that patterns of connectivity among positively-valenced and high-
arousal words in the suicide notes were most similar to those observed in low-anxiety
individuals indicates that there is more to the story.

Multiple theories about suicide—e.g., the Interpersonal Theory of Suicide [38,43],
the Three-Step Theory [44], and the Integrated Motivational-Volitional Model [45]—posit
that the psychological pathway leading to suicidal ideation may differ from the pathway
that fosters the capability for lethal self-injury. In these frameworks, interpersonal fac-
tors such as perceived burdensomeness and diminished belongingness can precipitate
suicidal thoughts. By contrast, the capability to enact suicide is hypothesized to stem
from diminished defensive responding—phenomenologically experienced as fearlessness
or chronically low physiological anxiety—alongside higher pain tolerance [46,47]. Our
“words not said” results importantly complement this view: We show that, once the overtly
positive vocabulary of suicide notes is subtracted, the residual lexical network aligns most
closely with high-anxiety fluency lists, suggesting that an anxious conceptual substrate
co-exists with the ostensibly calm wording.

Our results capture an apparent contradiction: Suicide notes resemble language of
individuals with low physiological anxiety yet contain hidden traces of high emotional
anxiety—this echoes the dual-factor pattern reported in psychobiological studies. Higher
self-reported emotional anxiety has been linked to suicidal ideation [23,47], whereas atten-
uated startle or skin-conductance responses (indices of low physiological anxiety) predict
engagement in lethal or near-lethal behaviors; see the work by Smith and colleagues [48].
The residual-network method empirically captures both poles: positive surface word-
ing maps onto low-anxiety fluency lists, and the “ghost” words that remain align with
high-anxiety contexts.

This distinction becomes clearer when one inspects the content validity of the DASS-21
anxiety subscale, which we used to operationalize anxiety groups. The subscale emphasizes
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somatic and panic-related symptoms (e.g., “I experienced difficulty breathing”), while con-
taining relatively fewer items that tap cognitive worry or diffuse apprehension (e.g., “I felt
scared without any good reason”). Consequently, a low DASS anxiety score may principally
index low physiological arousal rather than the absence of anxious cognition, which links
with the positive-surface /negative-residue split we observed. Moreover, expressive-writing
research indicates that constructing a coherent narrative about impending self-injury can
temporarily down-regulate autonomic arousal [49,50]. Such an acute calm-after-writing
effect could partially explain the linguistic similarity between suicide notes and low-anxiety
fluency lists, although longitudinal data would be required to test this mechanism directly.

It is important to note some limitations of this study. First, there was no demo-
graphic information available for the authors of the suicide notes we analyzed in this
study. The sample of individuals who completed the ERT was collected from MTurk (a
population that has been extensively studied in the social science literature; [51]), but it
is unclear to what extent these individuals represented an appropriate comparison group
for the sample of suicide-note authors. Future research would also benefit from analyzing
a larger collection of suicide notes, such as the corpus of 1319 suicide notes described by
Pestian et al. [52] which includes relevant demographic information such as gender, age,
and education level. This would likely help to address another limitation we encountered,
which was the dearth of negatively-valenced words in the suicide notes.

Some strengths of this study lie in its potential implications for informing research
on predicting suicidal behavior from written texts. Previous research has used machine
learning techniques to identify texts that may signal suicidal ideation [7,19], but such
methods often produce results that are difficult to understand and thus may not be very
helpful to clinicians for identifying the underlying features of a text that may signal risk
for suicidal behavior [53]. Conversely, while qualitative methods for analyzing texts lend
themselves better to interpretation, these may have limited reliability and be more difficult
to apply on a broader scale (e.g., with larger corpora). Using cognitive network science, our
approach retains the value of quantitative analysis while preserving the human dimension
of the data. Network models [16] allow us to analyze the patterns of associative knowledge
that represent the mindsets of individuals who may be at risk for suicide. This affords
interpretable, automated emotion detection [16] which may be used to enhance clinical
psychological investigations of an individual’s risk for suicide.

Future research should clarify if results similar to what we observed here emerge in
studies wherein depression, stress, and anxiety are modeled together, as we recognize that
these constructs are not mutually exclusive and are instead highly related [54]. Computa-
tional models [14] might tackle such future challenge. It will be important to test networks
of suicide notes from other samples of individuals as well. For example, research is needed
in clinical samples that are considered ‘at-risk’ for suicidal ideation and suicidal behavior,
such as in individuals with depression, eating disorders, and PTSD [55,56]. The methods
described in this paper could also be used to address other research questions relevant
to mental health. For instance, another important application of these methods could be
to analyze texts written by military service members diagnosed with PTSD, who are at
a significantly elevated risk for death by suicide due to numerous risk factors [57,58]. In
the presence of future datasets including also demographics, it would be interesting to
explore whether the observed findings can change according to gender or other psycholog-
ical dimensions. Evidence from large-scale lexical-semantic work indicates that affective
ratings for stemmed words remain remarkably stable across historical periods [59]. Hence,
the principal effect reported here—the disappearance of high-anxiety vocabulary once posi-
tively valenced words are subtracted—should be largely insensitive to sociocultural drift.
In the absence of larger public datasets, and given the diachronic robustness documented
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above, we regard the present corpus and analyses as a meaningful contribution despite
their scale-related limitations. Last but not least, given that the risk of developing PTSD is
high among military personnel [60,61], using cognitive networks to uncover traces of its
‘lexical footprint” in texts written by active military members could offer a potential means
of identifying those groups who may be most at-risk for death by suicide.

6. Conclusions

In this paper, we have shown how cognitive networks can provide unique insights into
the mindsets of individuals who completed suicide, and how those insights can be used to
identify similarities between the emotional contents of suicide notes and those expressed by
individuals reporting high/low levels of emotional distress. Results preliminarily suggest
that text communication platforms could be monitored for textual-connectivity patterns,
or a lack of key positive emotional language, to inform suicide prevention.

Supplementary Materials: The following supporting information can be downloaded at:
https:/ /www.mdpi.com/article/10.3390/bdcc9070171/s1, Figure S1: cumulative degree distribu-
tions; Section S1: Data processing, partitioning and cleaning; Section S2: Further notes on the
mathematical characterization of the “words not said” analysis; Section S3: Measuring the correctness

and performance of the “words not said” analysis [62—-64].
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