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Abstract: Anthropogenic disasters pose a challenge to management in the modern world. At the
same time, it is important to have accurate and timely information to assess the level of danger and
take appropriate measures to eliminate disasters. Therefore, the purpose of the paper is to develop
an effective method for assessing the level of anthropogenic disasters based on information from
witnesses to the event. For this purpose, a conceptual model for assessing the consequences of
anthropogenic disasters is proposed, the main components of which are the following ones: the
analysis of collected data, modeling and assessment of their consequences. The main characteristics of
the intelligent method for classifying the level of anthropogenic disasters are considered, in particular,
exploratory data analysis using the EDA method, classification based on textual data using SMOTE,
and data classification by the ensemble method of machine learning using boosting. The experimental
results confirmed that for textual data, the best classification is at level V and level I with an error
of 0.97 and 0.94, respectively, and the average error estimate is 0.68. For quantitative data, the
classification accuracy of Potential Accident Level relative to Industry Sector is 77%, and the f1-score
is 0.88, which indicates a fairly high accuracy of the model. The architecture of a mobile application
for classifying the level of anthropogenic disasters has been developed, which reduces the time
required to assess consequences of danger in the region. In addition, the proposed approach ensures
interaction with dynamic and uncertain environments, which makes it an effective tool for classifying.

Keywords: intelligent classification method; anthropogenic disaster; conceptual model; ensemble
machine learning methods

1. Introduction

The modern world is faced with constantly growing challenges in the field of anthro-
pogenic safety, especially in the context of military conflicts. High-risk facilities, which
form the basis of the modern technogenic society, can find themselves in a critical state in
case of emergencies. This can lead to disastrous consequences for people, the environment,
and the economy.

The problem of eliminating the consequences of emergencies, both of a natural and
anthropogenic nature, is an important state function. The relevance of this issue is deter-
mined by both the number of natural disasters and the prevalence of heavy, chemical, and
nuclear-energy industries. Even under normal operation at industrial enterprises [1], minor
releases of hazardous substances into the environment are possible, which in the event of
an accident can scale into a anthropogenic disaster.

In this context, a research addressed to solve the problem above and aimed at assess-
ing the level of anthropogenic disasters is extremely topical and important for modern
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society. According to this, authors of the paper are proposing an intelligent method for
classifying the level of anthropogenic disasters based on the boosting ensemble methods of
machine learning.

The rest of paper is structured as following. In Section 2 an overview of recent related
references is performed and research objectives are formed. In Section 3 Boosting Methods
are analyzed and Features of the proposed Intelligent Method are considered. In Section 4
is devoted by experimental research including data description and research methodology,
Exploratory Data Analysis and classification based on both textual and numeric data. In
Section 5 is considered the mobile application architecture, and in Section 6—discussion.
Section 7 is summarizing the received results.

2. Related Work

Various methods exist for detecting anthropogenic accidents and disasters, such as
visual observation, the use of sensors and monitors, data analysis from third-party sources,
and others. However, most of these methods are limited in accuracy and response speed,
so there is a need for the development of new and more effective methods for determining
the level of anthropogenic disasters. Disaster assessment based on social media data is one
of the new directions in risk prediction and management research.

However, such methods also have their limitations and risks, including those related
to the insufficient accuracy and reliability of social media data, the possibility of spreading
false information, and others. Therefore, it is necessary to carefully analyze and verify the
received information before making decisions regarding risk and disaster management.

One approach is the use of information from social networks for management during
emergencies [2]. In [3], the application of artificial intelligence, WebGIS, and several
algorithms are investigated to enhance emergency response and aid in disaster relief
during various natural catastrophes and crisis situations. According to [4], a distributed
multi-tier emergency alerting system is developed using sensor-based event detectors,
supporting applications for smart cities. This system can detect and deliver real-time
emergency alarms based on detected events, pre-known risk levels of specific areas, and
temporal information.

In [5], a prototype system was proposed for the effective use of tweets to support
resource mobilization tasks during emergencies. The decision pipeline of the proposed
system includes the classification of tweets followed by ranking tweets to determine the
priority of resource transmission.

In [6], the application of artificial intelligence and data science is explored to ensure
smart resilience to emergencies, crises, and disasters. In [7], Support Vector Machine (SVM),
K-Nearest Neighbors (KNN), and logistic regression, data analysis algorithms were used
and compared for classifying tweets about natural disasters. In [8], the analysis of big data
and its applications in smart real estate and disaster management is conducted, identifying
key characteristics and potential uses to enhance both domains. Work [9] is dedicated to
identifying situational tweets during a disaster. A neural approach, like [10], was developed
based on a combination of the RoBERTa model and a feature-based method for identifying
situational tweets during a disaster. However, the performance of the proposed approaches
depends on the number of tags in social networks related to emergencies, which affects the
timely response to the accident.

In [11], recent developments in the field of machine learning, for disaster management
are analyzed, focusing on methods and applications such as prediction, risk assessment, haz-
ard detection, early warning systems, monitoring, damage assessment, and post-disaster
response, along with recommendations for further research. Civique [12] is considering
the another emergency detection system that primarily targets geotagged tweets and uses
Support Vector Machines (SVM) and Naive Bayes for training.

In [13], a deep object-oriented change detection structure called ChangeOS was pro-
posed. In [14], a model for determining the response time of emergency services was
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presented. In [15], a conceptual and architectural basis for the development of emergency
detection systems based on the “human as a sensor” (HaaS) paradigm was proposed.

In [16], a hybrid ALBERT-based TextCNN-Hatt model is developed, utilizing topic
knowledge for analyzing public sentiments during emergencies, demonstrating the high
effectiveness with significant improvements in sentiment detection compared to previous
models, and achieving an average accuracy of 89%, AUC of 94%, and CQI of 88%. This
model keeps the practical potential for emergency response tasks and aiding decision-
makers in responding appropriately to crisis situations. In [17], a hybrid structure was
demonstrated including a pre-trained DistilBERT model and a proposed feature selection
algorithm for emergency detection. Experiments and comparisons of the proposed sys-
tem show its advantage in terms of event identification accuracy and feature reduction
compared to others.

A Table 1 provides a comparative assessment of the main analogs for detecting emer-
gencies using data analysis from social media.

Table 1. A comparative assessment of emergency detection methods.

Source Method Accuracy

Bhoi et al. [5] Hybrid model including LSTM and CNN. F1-scores on both datasets are 84% and 84%
Gopnarayan A., Deshpande, S. [7] SVM, KNN, and logistic regression. Not specified

S. Madichetty and S. M. [9] A combination of the RoBERTa model and a
feature-based method. The accuracy is 90%

D. Kanojia, V. Kumar, K. [12] Real-time message classification. F-measure exceeds 70% and 90% respectively.

Avvenuti, M. et al. [15] Not specified. Precision = 75%, Recall = 100%, and
F-Measure = 86%

Zhang & Ma [16]
ALBERT-based TextCNN-Hatt hybrid model

enhanced with topic knowledge for
sentiment analysis of sudden-onset disasters

89%

Adel, H. et al. [17] DistilBERT model with Hunger Games
search algorithm. 98% (C6 data set), 97% (C36 data set)

Despite the availability of various tools for analyzing anthropogenic disasters and
providing automated responses [16–18], making effective decisions to prevent potential
humanitarian-economic disasters remains a problem. Moreover, in existing works, insuf-
ficient attention is paid to assessing the consequences of these disasters and determining
the level of danger. Considering these shortcomings, a goal of the paper is to develop an
effective method for assessing the level of anthropogenic disasters based on information
from witnesses to the event. To reach this goal we formed the two key objectives:

1. Development of the intelligent classification method for assessing the level of anthro-
pogenic disasters based on the boosting ensemble methods of machine learning.

2. Development of the mobile application architecture for classifying the level of anthro-
pogenic disasters in the region.

According to these objectives, the authors present the research below.

3. Materials and Methods
3.1. Boosting Methods

The Boosting method is used in classification to enhance the accuracy of the model.
Its essence lies in the combination of weak classifiers into a strong one. Unlike other
methods, for example, Bagging [19], Boosting are training models sequentially, where each
subsequent model corrects the errors of the previous one. This property plays a crucial role
in complex tasks with a variety of data, as is the case with the classification of the level of
anthropogenic disasters. Textual and quantitative data coming from event witnesses can
have a high variability and heterogeneity, making Boosting the number one choice. Let’s
look more closely at the existing Boosting methods.
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AdaBoost. AdaBoost stands for “Adaptive Boosting” or adaptive boosting. It turns
weak learning algorithms into strong solutions to classification problems. The final
Equation (1) for classification can be represented as follows:

F(x) =
T

∑
t=1

ft(x), (1)

where each ft is a weak learner that takes an object x as input and returns a value indicating
the class of the object. For example, in a two-class problem, the sign of the weak learner’s
score determines the predicted class of the object, and the absolute value gives confidence
in this classification. Similarly, with T, if this classifier is positive, the sample is in the
positive class, otherwise it is negative.

Each weak learner generates an initial hypothesis, h(xi), for each sample in the training
set. At each iteration t, a weak learner is selected and assigned a coefficient αt such that
the sum of the training error Et (2) of the resulting t-classifier of scene enhancement
is minimized.

Et = ∑
i

E
[

F(t−1)(xi) + αth(xi)
]
, (2)

where F(t−1)(xi) is the enhanced classifier that has been built before the previous training
phase, E(F) is some error function, and ft(x) = αth(x) is the weak learner that is considered
for addition to the final classifier.

At each iteration of the training process, a weight ω(i,t) is taken and assigned to each

sample in the training set equal to the current error E
(

F(t−1)(xi)
)

on that sample. These
weights can be used to inform the training of a weak learner, e.g., decision trees can be
grown to help split the sample sets with high weights.

Gradient Boost. In Gradient Boost Machines (GBMs), the learning procedure succes-
sively adapts new models to provide a more accurate estimate of the response variable [20].
The basic idea behind this algorithm is to build new baseline training elements that are
maximally correlated with the negative gradient of the loss function associated with the
entire ensemble. The loss function used can be arbitrary, but if the error function is a
classical quadratic error, the training procedure will lead to a consistent error fit. In general,
the choice of loss function depends on the researcher and the specific task. This high
flexibility makes GBMs easily customizable for any particular data-driven task.

Supervised learning leaves a strong constraint for the researcher, as the data must
be provided with a sufficient set of relevant target labels (which can be very expensive to
extract, e.g., as a result of an expensive experiment). Given a dataset (x, y)Ni = 1, where
x = (x1, . . . , xd) with the number of iterations M refers to the explanatory input variables
and y to the corresponding labels of the response variable. The goal is to reconstruct the

unknown functional (3) dependence
((

x
f→ y
))

with our estimate f ˆ(x), so that some

defined loss function Ψ(y, f ) is minimized:

f ˆ(x) = y, f ˆ(x) = argmin
f
(x)ψ(y, f (x)). (3)

Thus, f̂0 is initialized to a constant for t = 1 to M and a negative gradient gt(x) is
computed to fit the new base learning function h(x, θt). Based on this, the best descent
gradient of step size ρt is then found:

ρt = argminρ

N

∑
i=1

Ψ
[
yi, f̂t−1(xi) + ρh(xi, θt)

]
(4)

The last step is to update the function evaluation (5):

f̂t ← f̂t−1 + ρth(x, θt) (5)



Big Data Cogn. Comput. 2023, 7, 157 5 of 21

XGBoost. XGBoost is a machine learning algorithm based on a decision tree that uses
a gradient boosting framework. In XGBoost, tree construction is based on parallelization.
This is possible due to the interchangeable nature of the loops used to build the training
base: the outer loop enumerates tree leaves, the inner loop calculates features. A loop
found inside another loop prevents the algorithm from parallelizing, since the outer loop
cannot start its execution while the inner loop has not yet finished its work. Therefore,
to improve the running time, the order of the cycles is changed: initialization takes place
when reading data, then sorting is performed using parallel threads. This change improves
the performance of the algorithm by distributing computations across threads.

Therefore, there exists a training set(x, y)Ni = 1, where the loss function is differenti-
ated, the training series is determined, and α is the learning rate. The initialization of the
model (6) has a constant value:

f ˆ(x) = argmin
θ

∑N
i=1 L(yi, θ). (6)

“Gradients” (7) and “Hessians” (8) are defined for m = 1 to M:

ĝm(xi) =

[
∂2L(yi, f (xi))

∂ f (xi)

]
f (x)= f̂(m−1)(x)

(7)

ĥm(xi) =

[
∂2L(yi, f (xi))

∂ f (xi)
2

]
f (x)= f̂(m−1)(x)

(8)

Next, a basic learner (or a weak) is selected (9) using a training set{
xi −

ĝm(xi)

ĥm(xi)

} N

i=1

(9)

by solving the optimization task (10, 11):

φ̂m = argmin
φ∈Φ

N

∑
i=1

1
2

ĥm(xi)

[
− ĝm(xi)

ĥm(xi)
− φ(xi)

]2

(10)

f̂m(x) = αφ̂m(x) (11)

At the last step (12), you need to update the function evaluation:

f̂t ← f̂t−1 + f̂m(x) (12)

CatBoost. The CatBoost library [21] is another effective implementation of gradient
boosting over decision trees. CatBoost is an implementation of gradient boosting that
allows using binary decision trees as basic predictors. Suppose there is a data set with
samples D =

{(
Xj, yj

)}
j=1,...,m, where Xj =

(
x1

j , x2
j , . . . , xn

j

)
is a vector of n features,

and is the response feature yj ∈ R, which can be binary (i.e., yes or no) or encoded as a
numeric feature (0 or 1). The samples

(
Xj, yj

)
are independently and identically distributed

according to some distribution p(·,·). The goal of the training task is to train (13) a function
H : R n → R that minimizes the expected loss given in

L(H) := EL(y, H(X)) (13)

where L (·, ·) is a smooth loss function and (X, y) is the test data selected from the training
data D. The gradient boosting procedure iteratively builds a sequence of approximations
Ht : R m → R, t = 0, 1, . . . From the previous approximation Ht−1, Ht is obtained in an
additive process, such that Ht = Ht−1 + αgt, with step size α and function gt : Rn → R,
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which is the base predictor, selected from the set of functions G to reduce or minimize the
expected losses (14), defined as:

gt = argming∈GL
(

Ht−1 + g
)
= argming∈GEL

(
y, Ht−1 (X) + g(X)

)
(14)

Often, the minimization problem is approached by Newton’s method using a second-
order approximation L

(
Ht−1 + gt ) at Ht−1 or by taking a (negative) gradient step. Either

of these functions is a gradient descent.
LightGBM Classifier. The Light Gradient Boosted Machine, or LightGBM for short [22,23],

is an open source implementation of gradient boosting. Gradient Boosted Decision Tree
(GBDT) is a popular classifier algorithm. Thus, a training set is provided, which consists
of pairs {(x1, y1), (x2, y2), . . . , (xn, yn)}, where x represents the data samples and y denotes
the class labels. The evaluation function is represented by F(x), and the objective of GBDT
optimization from a third-person perspective is to minimize (15) the loss L(y, F(x)):

F̂ = argmin
F

Ex,y[L(y, F(x))] (15)

From a third-person perspective, an iterative GBDT criterion can be derived by em-
ploying a linear search (16) to minimize the loss function.

Fm(x) = Fm−1(x) + γmhm(x) (16)

where γm = argmin
γ

∑n
i=1 L(yi, Fm−1(xi) + γhm(xi)), m—is the number of iterations,

hm(x)—represents the basic decision tree.
But when the number of samples is large or the feature size is huge, the efficiency and

accuracy of GBDT still cannot be satisfactory. GBDT is an ensemble algorithm whose base
classifier is a decision tree, so the main cost is to find the best splitting points when learning
decision trees. Ke et al. [23] proposed a high-performance gradient boosting decision tree
using Gradient-Oriented One-Sided Sampling (GOSS) and Exclusive Feature Bundling
(EFB) called LightGBM.

For GBDT, information gain is typically used to separate each node. LightGBM uses
GOSS to determine the splitting point by calculating the variance gain. First, it selects
a sort of absolute gradient values of the training examples in descending order and the
top a× 100% sample of these gradient values called A. Then, a subset B of size b× |Ac| is
randomly selected from the un-sorted samples Ac. Finally, the samples are partitioned via
the estimated (17) variance Vj(d) into A ∪ B.

Vj (d) =
1
n


(

∑xi∈Ai
gi +

1−a
b ∑xi∈Bi

gi

)2

nj
i(d)

+

(
∑xi∈Ai

gi +
1−a

b ∑xi∈Bi
gi

)2

nj
r(d)

. (17)

where Ai =
{

xi ∈ A : xij ≤ d
}

, Ar =
{

xi ∈ A : xij > d
}

, Bi =
{

xi ∈ B : xij ≤ d
}

,
Br =

{
xi ∈ B : xij > d

}
, gi represents the negative gradient of the loss function, 1−a

b
is used to normalize the sum of the gradients.

Volumetric functions often tend to be sparse and many sparse functions are exclu-
sive. Thus, EFB can be used to accelerate GBDT training. In other words, LightGBM can
bundle exclusive features into a single feature, and the feature scanning algorithm can
be designed to generate the same histograms from feature bundles. Hence, the computa-
tional complexity of LightGBM reduces to O(data× bundle) with O(data× f eature), where
bundle× f eature.

Thus, LightGBM is an efficient implementation of GBDT with GOSS and EFB to
improve computational efficiency without sacrificing accuracy. GOSS is used to split the
optimal node by calculating the coefficient of variance. EFB can speed up the GBDT training
process by combining many exclusive features with fewer dense features. LightGBM is an
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ensemble model whose base classifier is a decision tree that can be trained sequentially
by fitting negative gradients of the loss function. The LightGBM model (18) FM(x) can be
obtained using a weighted combination scheme.

FM(x) = ∑M
m=1 γmhm(x). (18)

where M is the maximum number of iterations and hm(x) is the tree of basic decisions.

3.2. Essence and Features of the Intelligent Method

According ot the Objective 1 we need to develop the intelligent classification method
for assessing the level of anthropogenic disasters. “Potential Accident Levels” is a rating
system used to determine the potential danger level of an accident. It usually includes
four levels [24]:

• Potential Accident Levels I: Minimal danger level. Accidents of this level usually do
not cause significant damage and can be easily resolved without special efforts.

• Potential Accident Levels II: Medium danger level. Accidents of this level can cause
moderate damage and require more effort to resolve.

• Potential Accident Levels III: High danger level. Accidents of this level can cause the
serious damage and require the significant efforts to resolve.

• Potential Accident Levels IV: Extreme danger level. Accidents of this level can cause
the catastrophic damage and require extraordinary efforts to resolve.

The developed intelligent method is based on the Exploratory Analysis of data col-
lected from accident witnesses, separate classification of textual and quantitative data using
machine learning methods, and subsequent visualization of results. According to this,
the conceptual structure of the intelligent method includes six main segments: 1—Data
collection, 2—Exploratory data analysis, 3—Classification of textual data, 4—Classification
of quantitative data, 5—Display of estimates, and 6—Display of results (Figure 1).
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At the stage of data analysis, it is important to reduce the time spent on determining
the level of potential danger in the region.

The method can be represented by s set of the phases (which correspond to segments
above) and steps (see Figure 1):

The Phase 1 is run as Data collection. The data can be collected in the form of a survey
of emergency witnesses.

Let us consider the Phase 2 which is run as Exploratory data analysis (EDA) (Seg-
ment 2) [25,26]. The EDA is used, on the one hand, to answer questions, test basic assump-
tions, and create hypotheses for further analysis. On the other hand, it can help further
when solving other problems dealing with cleaning/preparing/converting data. The Phase
2 is divided into four steps: data exploration (2.1), data cleaning (Block 2.2), model building
(2.3), and presentation of results (2.4).

Regarding the classification of textual (Segment 3) and quantitative (Segment 4) data
they are considered separately (see Figure 1) due to differences in their structures and
characteristics. In particular, textual data usually consists of unstructured text, which can be
difficult to analyze. Methods of textual data classification typically include natural language
processing techniques to convert text into numeric vectors with a following analysis.

Quantitative data usually consists of numerical values that can be easily analyzed
using various statistical and machine learning methods.

Let us consider the Phase 3, which is run as Classification, based on textual data. The
fastest way to get data is to use eyewitness descriptions of the accident. This phase involves
the following nine steps:

Step 3.1: Textual data are utilized (Block 3).
Step 3.2: Cleaning the textual data (Block 4) [27,28]. It involves several sub steps:

removal of stop words (4.1), normalization (4.2), lemmatization (4.3), and tokenization (4.4).
Step 3.3: Definition (Block 5) and visualization (Block 6) of N-grams [27]. An N-gram

can be defined as a continuous sequence of n elements from a given text or speech sample.
Elements can be letters, words, or base pairs according to the program. N-grams are usually
collected from a text or speech corpus (long textual dataset).

Step 3.4: Tagging of words (Block 7). Part-of-speech tagging (POS) [29] is the process of
transforming a sentence into forms—a list of words, a list of tuples, where each tuple has a
form (word, tag). The tag in this case is a part of speech tag and indicates whether the word
is a noun, adjective, verb, etc. Part-of-speech tags provide insight into the grammatical
structure of words in a sentence or text, thereby allowing for inferences to be made about
their semantic roles. Other applications of POS tagging include: named entity recognition;
co-occurrence resolution; and speech recognition. When POS tagging is performed, it is
often the case that the tagger encounters words that are not part of the vocabulary that
was used.

Step 3.5: Following that, the data set is partitioned into Training sample (8.1) and
Testing sample (8.2) subsets.

Step 3.6: Synthetic Minority Oversampling Technique (SMOTE) [30] (9). The problem
with unbalanced classification is that there are too few examples of the minority class for
the model to effectively learn the decision boundary. One way to solve this problem is to
over-sample the examples in the minority class. This can be achieved by simply copying
the instances from the minority class in the training dataset before fitting the model. This
may balance the distribution of classes, but does not provide any additional information to
the model. An improvement on copying examples from the minority class is to synthesize
new examples from the minority class. This is a type of data augmentation for tabular data
and can be very effective. Perhaps the most widely used approach to synthesizing new
examples is called SMOTE. SMOTE defines a method of data preparation when tuning and
evaluating machine learning algorithms.

Step 3.7: Classify the data (Block 10) with an ensemble method of machine learning
using a boosting approach. As mentioned above, boosting methods generate a collection of
models that together form a robust learner with superior performance and a high accuracy..
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Therefore, for textual data classification we select boosting methods such as AdaBoost (10.1)
according to (1)–(3), GradientBoost (10.2) according to (3)–(5), XGBoost (10.3) according to
(6)–(12), CatBoost (10.4) according to (13)–(15), and LightGBM (10.5) according to (15)–(18).

Step 3.8: Visualization of modeling evaluation and selection of the best method
(Block 11). The selection of the best method is based on the modeling estimates by parame-
ters: Accuracy, Precision, Recall and F1-Score [31].

Accuracy—in multiclass classification, accuracy is a metric that measures the corre-
spondence between the set of labels assigned to a sample and the actual set of labels. For
accuracy, both sets of labels should match perfectly.

Precision is the ratio between the number of true positives and the number of false
positives. The best value is 1, and the worst value is 0.

Recall is the ratio between the number of true positives and the number of false
negatives. The best value is 1 and the worst value is 0.

F1-Score—The F1 score can be interpreted as a harmonic average of precision and
recall. The F1 score reaches its best value at 1 and its worst value at 0.

Step 3.9: Conducting classification on the test set (Block 12).
Let us consider the Phase 4 which is run as Classification based on quantitative data.

The Phase 4 includes the following five steps:
Step 4.1: Indexing the data (Block 13).
Step 4.2: Dividing the data into training (Block 14.1) and test (Block 14.2) samples.
Step 4.3: Data classification (Block 15) includes the five sub steps employing AdaBoost

(15.1) according to (1)–(3), GradientBoost (15.2), according to (3)–(5), XGBoost (15.3) accord-
ing to (6)–(12), CatBoost (15.4) according to (13)–(15) and LightGBM (15.5) according to
(15)–(18).

Step 4.4: Visualization of the results obtained (Block 16).
Step 4.5: Conducting classification on the test sample (Block 17). Let’s consider the

two final phases (see Figure 1).
Phase 5: Display of the scores (Block 18). In this phase, the model results obtained after

training and testing are displayed for analysis. This can include displaying metrics such as
accuracy, recall, F1-score, and others, which help to evaluate the effectiveness of the model.
Displaying the results can be done in the form of tables, charts, or other visualizations that
enabling the easy interpretation of results.

Phase 6: Display of the results (Block 19). This phase may include displaying the
predicted labels for the test dataset, comparing the predicted labels with the actual ones, as
well as displaying feature importance. This phase helps to determine how well the model
performs on new, unseen data, and which features are the most important for prediction.

4. Case Study
4.1. Data Description and Research Methodology

The input data are accident records for 12 different enterprises in 3 different coun
tries, each row of which contains information about an accident [32] (Table 2). Each row
in the records contains information about the accident, including the date and time of the
accident, the location of the accident, the type of industry, the causes and consequences
of the accident, the number of victims, the level of the disaster, and the potential level of
the accident.

The accident data was then processed and prepared using the Exploratory Data
Analysis approach [25,26] for further use of the developed method. The following steps
were performed (see Figure 1 Block 2):

• Reading the data from the file and converting it to a format suitable for further
processing.

• Cleaning and normalizing the data, including removing unnecessary information and
standardizing the format of records.

• Creating a database to store the processed data and building an appropriate interface
for accessing this data.
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Table 2. Data Description.

No. Parameter Description Non-Null, Count, Dtype

1 Data timestamp or time/date information 411, non-null, object
2 Countries which country the accident occurred (anonymized) 411, non-null, object

3 Local the city where the manufacturing plant is located
(anonymized) 411, non-null, object

4 Industry sector which sector the plant belongs to 411, non-null, object

5 Accident level from I to VI, it registers how severe was the accident (I
means not severe but VI means very severe) 411, non-null, object

6 Potential Accident Level
Depending on the Accident Level, the database also

registers how severe the accident could have been (due to
other factors involved in the accident)

411, non-null, object

7 Genre if the person is male of female 411, non-null, object
8 Employee or Third Party if the injured person is an employee or a third party 411, non-null, object
9 Critical Risk some description of the risk involved in the accident 411, non-null, object
10 Description Detailed description of how the accident happened 411, non-null, object

Machine learning libraries such as scikit-learn, pandas, and numpy were used to
perform the intelligent method [33]. After pre-processing the data, which included data
summarization and cleaning, as well as feature engineering, a machine learning model was
built using ensemble classification methods (see Figure 1 Block 10 and 15).

Cross-validation (see Figure 1 Block 12 and 17) was used to evaluate the classification
accuracy, which allowed us to obtain the model’s accuracy. After training and testing the
model on the validation sample, it was applied to assess the consequences of anthropogenic
disasters at other enterprises and in other regions.

4.2. Exploratory Data Analysis

For a comprehensive understanding of the data, Exploratory Data Analysis [25,26]
is conducted (see Figure 1, Block 2). The initial phase involves a visual evaluation of the
indicators. There are more accidents and disasters in the mining industry. It can be said that
the number of accidents in the mining industry is much higher than in the metallurgical
industry, so working in the mining industry is more risky than in the latter. A characteristic
feature of each industry is the predominant share of men. The data set is biased toward
male workers. The total number of direct employees and third-party employees is almost
the same, but there are fewer remote third-party employees.

Local-03 (see Table 2) has the highest number of accidents, accounting for about 21%
of all plants in the country [32]. This is followed by Local-05, Local-01, and so on.

Most of the critical risks are classified as “Other”, which is almost 50% of the dataset,
so there are too many risks that need to be accurately classified. This is followed by press
and hand tools, chemicals, cutting, etc.

The level of actual or potential accident—I stands for not severe, and V stands for very
severe. Accidents with level I are the most common. This is due to small fault, such as
people forgetting their personal protective equipment or dropping a tool, etc. The potential
accident level indicates how severe the accident will be due to other factors associated with
the accident. Potential accident level IV has the highest number and indicates moderate
accident severity.

Next, it is necessary to check the correlation between the potential accident level IV
and the accident level in total and relative to the industry sector. There is a significant
difference between incident severity and potential incident severity. If the number of
accidents increases, the potential accident rate decreases. If the accident rate increases, the
potential accident rate increases too. Moreover, a most of the accidents occur at Level 1.

Of all the industries mining has had some accidents, with the most severe level of
accidents and the highest potential level of accidents. This is followed by metallurgy and
others. The severity levels of incidents are higher in the mining sector (level 4 is slightly
higher than levels 2 and 3).
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The correlation matrix (Figure 2) shows that there is a moderate correlation between
the values of both variables. The highest correlation is between the II and III levels of
potential accident with the level I of obvious accident, namely 88 and 89 cases have occurred,
respectively.
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4.3. Classification Based on Textual Data

Following the initial data processing, the textual records of the emergency are pro-
cessed (see Figure 1, Block 2). This facilitates the classification of the anthropogenic disaster
level based on the descriptions provided by eyewitnesses.

Firstly, according to Figure 1 (Block 4), the text is cleaned, which involves the removal
of stop words (see Figure 1, Block 4.1), normalization (see Figure 1, Block 4.3), lemmatization
(see Figure 1, Block 4.2), and tokenization of the text (see Figure 1, Block 4.4). The outcomes
of this process are shown in Figure 3.
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In the next step the N-grams (see Figure 1, Block 5) in relation to industry categories are
determined (Table 3). There are many words related to hand and movement, or employees,
or their positions.

Then the text is converted into tags subsequently, where the following tags (see
Figure 1, Block 7) are used: NN—noun, NNP—proper noun, NNS—plural noun,
CD—cardinal digit, DT—determiner, VB—verb, JJ—adjective, RB—adverb, VB—verb,
VBD—verb past tense. Among them, the highest count is observed for nouns, with a total
of 35 instances.

Following the conversion and tagging of the text, modeling is conducted using ma-
chine learning-based classification methods and employing the SMOTE (see Figure 1,
Block 9) [34]. Initially, the data is divided into training and test sets. Then the sample is
converted into an array, and the training data set is resampled using SMOTE technique.



Big Data Cogn. Comput. 2023, 7, 157 12 of 21

Table 3. N-grams in relation to industry categories.

Index Words_Metals Count_Metals Words_Mining Count_Mining Index Words_Metals Count_Metals Words_Mining Count_Mining

0 employee 50 causing 103 15 worker 14 accident 47
1 left 46 right 100 16 performed 13 collaborator 44
2 causing 43 operator 96 17 mr. 13 safety 44
3 right 37 time 96 18 center 13 mesh 44
4 hit 27 left 92 19 hose 12 work 43
5 hand 25 hand 88 20 area 12 hit 42
6 operator 25 moment 62 21 face 12 employee 38
7 activity 25 level 60 22 remove 12 one 37
8 medical 24 assistant 59 23 sheet 12 fall 36
9 report 23 worker 53 24 cut 12 circumstance 35

10 finger 19 support 51 25 reaching 12 height 35
11 moment 18 rock 49 26 pipe 11 floor 34
12 one 16 pipe 48 27 fall 11 injured 32
13 collaborator 15 equipment 47 28 acid 11 used 32
14 cleaning 15 finger 47 29 contact 11 mr. 31

Applying fast modeling by ensemble machine learning methods with boosting ap-
proach and parameters n_estimators = 50, learning_rate = 0.05 we got the following results
for classification of textual data (Table 4). As the LGBoost method confirmed the best
accuracy (0.99%) we use it for further modeling the test data.

Table 4. The results of modeling with ensemble machine learning methods.

Model Accuracy

0 AdaBoost 0.595376
1 Gradient Boost 0.924855
2 XGBoost 0.901734
3 CatBoost 0.791908
4 LGBoost 0.988439

After modeling on the test sample, a report was generated in the form of a Confusion
Matrix [35] (Figure 4). As it can be seen from Figure 4, the model demonstrates a high level
of accuracy in correctly classifying the majority of test data points. In particular, the model
correctly classified 34 values of accident level I out of 173 correctly identified values, and
accident level V has classified 33 times correctly.
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Moreover, the potential accident levels I and V are better classified with the accuracy
of 0.97 and 0.94, respectively (see Figure 4). The average accuracy score of the results is 0.68.

Let’s consider a test example: the accident level relative to the entered text from the
test set, with the values Country_02, Local_02, Mining, Accident Level I, Potential Accident
Level V, Male, Employee, Others, and the text:

“When performing cleaning with LHD in block F 9970 at level 420, the operator was
surprised by a rock block displacement of the side of the gallery, reaching his right leg
causing him superficial injury”.

As a result of processing textual data based on the proposed method, the system has
correctly predicted the potential level of the accident.

4.4. Classification Based on Quantitative Indicators

The first step is to convert the data to index values (see Figure 1, Block 13). The data is
divided into test and training samples (Figure 5).
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Figure 5. Results of data dividing.

As it was argumented above, it’s expedient to use for classification of Potential Acci-
dent Level, the following ensemble methods: AdaBoost according to (1), (2), Gradient Boost
according to (3)–(5), XGBoost according to (6)–(12), and CatBoost according to (13)–(14).
As a result the classification report [36] (see Figure 1 Block 16) is generated per each type
of simulation, providing a representation of the key classification metrics per each class.
This gives a deeper insight into the behavior of the classifier over global accuracy, which
can mask functional deficiencies in one class of a multi-class problem. Visual classification
reports are used to compare classification models to select models that are “darker”, have
stronger classification performance, or are more balanced.

First, let us look at the AdaBoost modeling evaluation (Figure 6). The matrix (Figure 6a)
and report (Figure 6b) show that Industry Sector (class 0) is classified most accurately,
namely 75%, and the model predicts correctly (82%). This is confirmed by the f1-score (see
Figure 6b), which is equal to 0.78 for 282 values referring to the Industry Sector class (class
#0). In average, the accuracy of the obtained predicted values for the Potential Accident
Level classification equals 64% for a sample of 382 values, which we consider as a low result.
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Next, let us evaluate the Gradient Boost modeling (Figure 7). The most accurate
classification is Employee or Third Party (class #2), namely 100%. However, the model
predicts correctly the 18% of it only. This is confirmed by the f1-score (see Figure 7b), which
is 0.30 for 28 values referring to the Employee or Third Party class (class #2), which shows
too low accuracy. It is also worth to consider the classification of Industry Sector (class #0),
where 80% of the values are recognized, and 99% of which are correctly predicted by the
model (see Figure 7b). This is confirmed by the f1-score, which is 0.88 for 282 values, which
is a high accuracy. In average, the accuracy of the obtained predicted values of the Potential
Accident Level classification is 80%, for a sample of 382 values, which we consider as a
good result.
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Figure 7. Evaluation of Gradient Boost modeling.

Evaluation results of XGBoost modeling are illustrated in Figure 8. As it can be seen
from Figure 8 the Employee or Third Party (class #2) is classified the most accurately,
namely 100% of which 4% are correctly predicted by the model. This is confirmed by the
f1-score, which is equal to 0.07 for 282 values referring to the Industry Sector class (class #0)
(see Figure 8b).
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Let us also consider the classification for Industry Sector (class #0), where 75% of the
values are recognized, of which 99% are correctly predicted by the model. This is confirmed
by the f1-score, which is 0.85 for 282 values (see Figure 8b). In average, the accuracy of the
Potential Accident Level classification predictions is 75% for a sample of 382 values.

Evaluation results of LigthGBM modeling are illustrated in Figure 9. As it can be seen
from Figure 10 the Local (class #1), the Employee or Third Party (class #2), and Genre (class
#4) are classified the most accurately, namely, 100% (see Figure 9b). However, only 18%, 4%,
and 14%, respectively, are predicted correctly by the model that is confirmed by the f1-score
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(see Figure 9b). In addition, let us also consider the classification for Industry Sector (class 0),
where 76% of the values are recognized, of which 99% are correctly predicted by the model
(see Figure 9b). This is confirmed by the f1-score of 0.86 for 282 values (see Figure 9b). In
average, the accuracy of the Potential Accident Level classification predictions is 76% for a
sample of 382 values, which we consider as the good result.
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Figure 10. Mobile application architecture.

Evaluation results of CatBoost classification method are illustrated in Figure 11. As
it can be seen from Figure 11 the Employee or Third Party (class #2) are classified the
most accurately is namely 100% of which 25% are correctly predicted by the model (see
Figure 11b). This is confirmed by the f1-score, which is equal to 0.40 for 28 values referring
to the Employee or Third Party class (class #2) (see Figure 11b). In addition, let’s consider
the classification for Industry Sector (class #0), where 80% of the values are recognized,
of which 99% are correctly predicted by the model (see Figure 11b). This is confirmed by
the f1-score, which is 0.89 for 282 values (see Figure 11b). In average, the accuracy of the
Potential Accident Level classification predictions is 81% for a sample of 382 values.
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Figure 11. Evaluation of CatBoost modeling.

As it can be seen from above the CatBoost method demonstrated the best modeling
results for classification and determination of Potential Accident Level. So, it is expedient
to employ this method for the test sample below.

Results of CatBoost simulation on a test sample (data unknown to the system) are
shown in Figure 12. As it can be seen from Figure 12 the 80% of values are recognized
during the classification of Potential Accident Level in relation to Industry Sector (class #0),
and the 97% of them are predicted correctly by the model. The f1-score is 0.88 for 34 values.
In average, the accuracy of the Potential Accident Level classification predictions is 77% for
a sample of 43 values.
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The result of predicting the level of potential accident are illustrated in Figure 13. As it
can be seen from Figure 13 the system has predicted the level of potential accident almost
correctly for the first 5 lines of the test set (except for line 4). These results demonstrate
relatively high.
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The accuracy of the system’s predictions demonstrates its effectiveness in determin-
ing potential accident levels. The exception in the line 4 signaling the need for further
refinement and tuning of the model to ensure more accurate predictions.

5. Mobile Application Architecture

Based on the proposed method, a mobile application architecture (Figure 10) has been
developed, which is based on the conceptual structure (see Figure 1) of the intelligent
method of classifying anthropogenic disasters. This architecture illustrates the interaction
of the application with the user.

The mobile application is designed for accident witnesses and can be a part of a smart
city system. At the first stage, the accident witness takes a short survey in which he/she
indicates Industry sector, Employee or Third Party, Critical Risk Description (Block 1). In
addition, the application determines automatically Data, Countries and Local (Block 2).

Then all the data is transferred to the database and further it is going for retraining the
system in the training sample. Next, the data is divided (Block 3) to classify the potential
emergency accident, namely, classification based on textual data and classification based
on quantitative data. The processing is running in parallel.

For text-based classification, data cleaning (Block 4), text transformation (Block 5), and
classification (Block 6) are performed. Then the results are displayed (Step 9).

When classifying the quantitative data, the values are indexed (Block 7) and the
classification of level for the potential accident is displayed (Block 9).

Information about precautionary measures and user behavior in a given situation can
be displayed too. That information is displayed based on the level indicator of the potential
accident (Block 9).

In general, the application provides automating the process of determining the poten-
tial level of anthropogenic disasters based on the analysis of textual data and quantitative
indicators. In particular, by applying machine learning and text classification methods,
it is possible to determine effectively the accident category based on the description of
the situation. However, it is important to understand that the application cannot replace
professional experts who have the experience and knowledge to determine the level of
accident in a particular situation. In addition, other factors/event that are not taken into
account in the application, may affect the level of accident in specific circumstances.

Figure 14 illustrates the process of entering the input data. This process is based on
prior data analysis and predicting potential accidents. Initially, the user’s geolocation is
determined (see Figure 14a), which allows identifying the geographical coordinates of
the location of the anthropogenic disaster. Then the user inputs a voice description of the
situation, selects the industry where the accident occurred, and indicates their relationship
to the event site (whether they are an employee or a third party) (see Figure 14b). All this
data is used to determine the probability of an anthropogenic disaster occurrence.

Based on the data input by the user, information about the level of potential accident
is generated and displayed. This information can prompt the emergency services to quickly
(in real-time) assess the situation, plan their actions, and prepare to respond to the accident
while en route to the scene.

Thus, the system analyzes the situation and predicts the potential level of accident.
This ensures a timely and efficient response to emergencies, reducing time costs.

The authors have conducted a comparative analysis of the main methods-analogs for
detecting parameters of crisis events (Table 5). As it can seen from Table 5, the proposed
intelligent method has a slightly lower accuracy with textual data (76%). However, it
provides an accuracy assessment of 81% with quantitative data which is absent in [16,17].
Moreover, the developed method provides a comprehensive analysis as it considers both
textual and quantitative data. Another advantage of the proposed method is the ability to
operate virtually in real time.
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Table 5. Comparative analysis of analogs for detectiing the crisis events.

Source Method Accuracy
(Text Data), %

Accuracy
(Quantitative Data), %

Real-Time
Operation

Zhang & Ma [16]
ALBERT-based TextCNN-Hatt hybrid model
enhanced with topic knowledge for sentiment

analysis of sudden-onset disasters
89% N/A N/A

Adel et al.,
(2022) [17]

DistilBERT model with Hunger Games
search algorithm

98 (C6 data set);
97 (C36 data set) N/A N/A

Proposed approach
Intelligent method of classifying the level of

anthropogenic disasters based on textual and
quantitative data

76 81 Є

Thus, the authors’ contribution, and the work as a whole, is a new approach for
assessing consequences of anthropogenic disasters in a real time by the boosting ensemble
methods of machine learning and predicting the potential level of accident.

6. Discussion

The proposed intelligent method for classifying the level of anthropogenic disasters
and its implementation showed promising results in accurately predicting the level of
potential accidents. The CatBoost method proved to be the most effective method for
solving this task, as it achieved a high level of accuracy in classifying the level of potential
accidents.

Test results on an unknown dataset showed that the model was able to correctly
classify most of the test data points. The plurality matrix demonstrated that the model was
able to accurately classify potential accident levels V and I with accuracy rates of 0.97 and
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0.94, respectively. The overall average accuracy of the results was 0.68, indicating that there
is still a room for improvement.

The proposed approach significantly differs from analogues [16,17]. Firstly, it considers
both textual and quantitative data in detecting crisis events. Secondly, analogues [16,17]
work with messages on Twitter that may be published by people who are not direct
eyewitnesses to the situation. The developed intelligent method provides a rapid response
to accidents in real-time. This could prevent probably the humanitarian and economic
disasters and reduce their impact.

The authors realize the proposed approach has a slightly lower accuracy for textual
data (76%) in comparison with analogues However, on the other hand, the presence of an
evaluation for quantitative data with accuracy of 81% (which the analogues lack) offsets
this shortcoming practically.

Moreover, the authors plan to conduct further research to develop a complex approach
that can take into account other influencing factors during the classification of the level
of disaster risk. Future research will focus on improving the method through three main
approaches. The first approache is integrating data from sensors, which can provide vital
information about potential threats depending on the industrial sector. The second one
is expanding the scope of the method, including more industrial sectors and geographic
regions, which allows testing the universality of the model. The third one is optimizing the
method through hyperparameter tuning, using different machine learning algorithms, or
ensemble methods. It is expected that these approaches will help to create a more accurate
model for identifying potential anthropogenic disasters.

In general, the proposed intelligent method is a valuable contribution to the field of
anthropogenic disaster management, as it provides a reliable and accurate way to predict
the level of potential accidents. With further development and refinement, this method
has the potential to save lives and prevent significant damage to the environment and
infrastructure.

7. Conclusions

To automate the identification of potential accidents, and thus speed up the response
of emergency services and people in the area of the threat, a mobile application has been
developed that implements an intelligent method for classifying the level of anthropogenic
disasters. To implement the method, records of disasters at 12 different enterprises in
3 different countries were used as input data. The correlation shows that there is a moderate
correlation between the values of both variables. The highest correlation between the second
and third level of potential accident with the first level of obvious accident, namely 88 and
89 cases occurred respectively. The accuracy results based on textual data show that the
best classification of potential level V and level I of non-safety is achieved with an accuracy
of 0.97 and 0.94, respectively. The average accuracy score of the obtained results is 0.68.

The evaluation of the modeling for quantitative data showed the following results.
Classification of Potential Accident Level in relation to Industry Sector (class #0), where
80% of values are recognized, of which 97% are correctly predicted by the model. The
f1-score is 0.88 for 34 values, which is a fairly high accuracy. On average, the accuracy of
the obtained predicted values of the Potential Accident Level classification is 77% for a
sample of 43 values, which is a good result.

It’s especially important that the proposed method works with real disaster data,
unlike analogues, which ensures its practical significance and direct application under
real conditions.

Overall, the authors’ contribution, and the work as a whole, is a new approach for
assessing consequences of anthropogenic disasters in a real time by the boosting ensemble
methods of machine learning and predicting the potential level of accident. In addition,
this work makes an important contribution to the development of technologies that help
solve significant social problems, specifically, the creation of a real-time operating system
for identifying potential anthropogenic threats.
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In the future, the authors are going to investigate way for improving the method and
develop a complex approach, taking into account various influencing factors: weather con-
ditions, precision sensor data [37] and the possibility of expanding the scope of the method.
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