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Abstract: One of the strategies adopted to compress CNN models for image classification tasks is
pruning, where some elements, channels or filters of the network are discarded. Typically, pruning
methods present results in terms of model performance before and after pruning (assessed by accuracy
or a related parameter such as the Fl-score), assuming that if the difference is less than a certain
value (e.g., 2%), the pruned model is trustworthy. However, state-of-the-art models are not concerned
with measuring the actual impact of pruning on the network by evaluating the pixels used by the
model to make the decision, or the confidence of the class itself. Consequently, this paper presents
a new metric, called the Pruning Efficiency score (PE-score), which allows us to identify whether a
pruned model preserves the behavior (i.e., the extracted patterns) of the unpruned model, through
visualization and interpretation with CAM-based methods. With the proposed metric, it will be
possible to better compare pruning methods for CNN-based image classification models, as well as
to verify whether the pruned model is efficient by focusing on the same patterns (pixels) as those of
the original model, even if it has reduced the number of parameters and FLOPs.

Keywords: deep learning; model compression; pruning; trustworthy; GradCAM++; SeNPIS

1. Introduction

One of the strategies for the compression of CNN-based models (convolutional neural
networks) is pruning, where the goal is to reduce the size of the model while preserving
its performance (e.g., accuracy) as much as possible [1-3]. There are many works in the
literature related to pruning, such as weight-based methods with the L1-norm [4,5] or
L2-norm [6,7], which assume that the filters or feature maps with the least impact on
the network are those with the smallest size. Other methods use, for example, the Taylor
expansion [8] or the gradients [9,10] to select the elements, channels or filters to be discarded
in the process. However, regardless of the type of pruning criteria used, most state-of-
the-art works consolidate their results by evaluating three factors: model performance,
model size and computational cost. Accuracy (i.e., final accuracy, accuracy drop) and other
similar metrics, such as the Fl-score, are often used to evaluate the performance. The model
size is measured as a function of the number of parameters, while the computational cost
is determined by the number of FLOPs (floating point operations) [11-14]. In this way,
the reduction results of the pruned model with respect to the unpruned model can be
quantified, taking into account that the smaller the reduction in accuracy (or the smaller the
increase in error) and the greater the reduction in both parameters and FLOPs, the better
the pruned model.

In order to compare different pruned models and select the best one, it is necessary
that the models are trained and validated on the same set of images, either specific or
general purpose (benchmark dataset) [2]. A typical dataset for comparison is CIFAR10,
which has 60,000 images of 10 classes, distributed across 50,000 images for training and
10,000 images for validation [15]. In this case, unpruned models of VGG16 with 134 million
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parameters and 31 G-FLOPs for CIFAR10 have been reported in the literature, reaching
accuracy of 94.86% [16].

Since the goal of pruned methods is to maintain maximum accuracy with the greatest
possible reduction in FLOPs and parameters, Table 1 shows a comparison of representative
state-of-the-art pruning methods, in terms of the accuracy of the pruned model, FLOPs and
parameter reduction. The difference between them in terms of accuracy is less than 1%,
but in terms of FLOPs reduction and parameter reduction, it exceeds 25%.

Table 1. Comparison of representative state-of-the-art pruning methods. Evaluation criteria: accuracy,
FLOPs reduction and parameter reduction. Network: VGG16. Dataset: CIFAR10.

Method Accuracy FLOPs Reduction Parameter Reduction
LRP [17] 93.37% 35.89% 33.59%
Gradient [8] 92.98% 46.80% 27.53%
Taylor [8] 93.24% 47.45% 27.56%
Weight [4] 93.31% 24.47% 44.49%
Variational [13] 93.18% 39.10% 73.34%
SeNPIS [16] 93.74% 50.74% 51.05%

Considering that other works have reported results in terms of the accuracy drop and
FLOPs reduction, Table 2 shows a comparison of some of these pruning methods. As can be
seen, the greater the reduction in FLOPs, the greater the expected decrease in the accuracy
of the pruned model.

Table 2. Comparison of representative state-of-the-art pruning methods. Evaluation criteria: accuracy
drop and FLOPs reduction. Network: VGG16. Dataset: CIFAR10.

Method Accuracy Drop FLOPs Reduction
Channel pruning [18] 0.01% 42.9%
Channel pruning [18] 0.53% 54.1%
Channel pruning [18] 1.46% 65.8%

LAP [19] 1.31% 76.0%

Beyond the pruning criteria used to select the elements, channels [10,18,20] or fil-
ters [12,16,21,22] to discard, the methods also differ in the pruning rate per layer. For exam-
ple, the same percentage of pruned filters can be applied to all layers (Uniform Pruning
Rate, UPR) [16], or this percentage can be varied in an ascending, descending or fluctuating
manner (Adaptive Pruning Rate, APR) [19]. Considering that most of the parameters are in
FC (fully connected) layers and most of the FLOPs are in convolutional layers [3], upward
pruning will significantly reduce the number of parameters, with a small reduction in
the number of FLOPs, while downward pruning will significantly reduce the number of
FLOPs, with a small reduction in the number of parameters. Hence, when applying APR,
the reduction percentages for both parameters and FLOPs will be different [4,8,9,13,17].

Therefore, if several pruned models of similar performance, obtained from different
pruning criteria and rates per layer, are available, it is pertinent to ask how to choose the best
among them. Similarly, how can we verify that the pruned model is efficient, i.e., that the
pruned model can identify the same patterns with a smaller number of parameters and/or
FLOPs? Pruned models are typically evaluated in terms of the difference in accuracy,
FLOPs and parameters relative to the original model, but not in terms of their reliability;,
and, to the best of our knowledge, these questions have not been answered in the state of
the art.

Accordingly, this paper focuses on the reliability analysis of pruned CNN models,
with the following contributions.

* A metric to evaluate the reliability of pruned models that is independent of both the
criterion and the pruning rate is proposed (PE-score). This metric is calculated from
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two similarity measures (SSIM and IoU) and from the confidence variance of the class.
The SSIM (Structural Similarity Index Measure) and IoU (Intersection over Union)
are computed between the class activation maps of the original and pruned models,
using a CAM (Class Activation Map) type method, such as Grad-CAM++ [23].

*  The importance of the PE-score is shown through a reliability analysis of the pruned
models. Two different pruning methods (Weight and SeNPIS-Faster) are evaluated
for two sets of images (CIFAR10 and COVID-19), concluding that a reliable pruned
model is not only the one that preserves the accuracy of the original model, but also
the one that performs image classification based on the same patterns (pixels) as the
unpruned model.

* A procedure for selecting the PR (pruning rate) value is also provided, to ensure that
the pruned model is trustworthy.

The remainder of the work is organized as follows. Section 2 presents preliminary
concepts regarding accuracy in image classification models, pruning and CAM-based
methods for the visualization and interpretation of CNNs. Section 3 describes the materials
and methods used to obtain the proposed metric, called the PE-score. Section 4 shows
the results of the PE-score for two datasets, two pruning methods and six pruning rates.
Section 5 discusses the results of the experimental phase. Finally, Section 6 concludes
the study.

2. Background
2.1. Accuracy in Image Classification Models

Pruned models are usually evaluated in terms of three elements: performance, size
and computational cost. Size is measured by the number of parameters, and computational
cost by the number of FLOPs. On the other hand, performance can be evaluated in terms of
accuracy (or a similar metric, such as the Fl-score) or loss (such as cross-entropy). The dif-
ference between the original model and the pruned model is then calculated (e.g., accuracy
drop [11]), and, usually, the model with the smallest drop in accuracy and the highest
number of FLOPs and/or the lowest number of parameters is selected.

However, what is the downside of measuring the reliability of pruned models based
solely on accuracy reduction? First, let us review the definition of accuracy according
to Equation (1):

_ TP+ TN 1
- TP+ TN+ FP+FN’ (

where TP (True Positive) corresponds to the correctly classified positive class images, TN
(True Negative) corresponds to the correctly classified negative class images, FP (False
Positive) corresponds to the incorrectly classified negative images and FN (False Negative)
corresponds to the incorrectly classified positive images.

Let us now assume an unpruned model whose evaluation gives TP = 850, TN = 850,
FP = 150, FN = 150, i.e., acc = 0.85. Pruning the model using two different methods
yields model; with TP = 800, TN = 800, FP = 200, FN = 200 and model, with TP = 950,
TN = 650, FP = 350, FN = 50. The accuracy of both pruned models is acc = 0.8, and the
loss of accuracy compared to the unpruned model is 5 percentage points. Could we rely
on the two pruned models based solely on the change in accuracy? It is clear that model,
is biased (i.e., toward class “1”) and is not as reliable as model;, even though they have
the same accuracy value. Some might say that the solution can be found in the F1-score
metric, which drops sharply when the model is biased toward one class. However, what
happens if the dataset contains distractors? Suppose that we have an original model that
correctly identifies the representative patterns of the class, and we obtain a pruned model
that classifies correctly but focuses on the distractors and not on the correct patterns. Could
such a pruned model be trusted based only on metrics such as the accuracy or Fl-score?

In addition to preserving the model’s classification rate, an important aspect is that the
pruned model preserves the patterns on which it based its classification decision. In other
words, if the original model, for example, focuses on the cat’s nose to identify that the

acc
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image corresponds to a cat and not a dog, a reliable pruned model will be one that also
focuses on the cat’s nose. Therefore, the analysis of reliable pruned models should be
based on the comparison of the discriminative zones before and after pruning, using some
method of visualizing and interpreting CNNs.

2.2. Pruning

Models based on CNNs have proven to be very useful in image classification tasks.
However, many of them have a large number of parameters, which makes them “heavy” in
edge computing solutions, while their inference times do not allow the processing of a large
number of images per second [24]. Considering the variety of applications that can benefit
from this type of model (e.g., Industry 4.0), it is crucial to apply efficient methods to reduce
the complexity of the model (i.e., reduce parameters and FLOPs) without compromising
its performance. In this context, among the model compression mechanisms, pruning has
proven to be the most efficient to achieve the previously described purpose [25].

To illustrate the concept of pruning in CNNs, Figure 1 shows an example for NNs
(neural networks) that can be easily extrapolated to CNNs. The original network (left) has
three layers, as follows: an input layer with three neurons, a hidden layer with five neurons
and an output layer with two neurons. Pruning does not affect the input layer or the output
layer, so, for this example, it only affects the hidden layer. Let us assume that PR = 40%,
which means that of the five neurons in the hidden layer, two neurons need to be pruned
(i.e., removed from the network), leaving three neurons in the pruned network. Once the
PR value is selected, the next step is to apply a pruning criterion, e.g., weight-based, such
as the L1-norm or L2-norm. The pruned network (right) will then contain the neurons
considered most important for the model, according to the pruning criterion selected.

PRUNED MODEL

UNPRUNED MODEL

PRUNING CRITERION
(e.g., L2 norm, SeNPIS,
LRP)

N/
B
&/

—>

Figure 1. Example of pruning of NNs, with PR = 40%.

In the case of CNNs, pruning can be applied to channels (of filters), filters and layers.
However, the most common state-of-the-art pruning method is at the filter level, as applied
in the present study.

2.3. Visualization Methods

One of the drawbacks of classification models based on DL (deep learning) is that they
resemble a black box, since it is not intuitive which types of patterns the model has learned
and whether they are the most appropriate ones to identify each of the classes. Thus, it
is necessary to use a visualization method that allows us to identify the discriminative
regions of the image, i.e., the pixels on which the model based its decision. One of the
first visualization methods corresponds to CAM, which is a weakly supervised object
localization method that can perform two tasks simultaneously in a single forward pass:
first, classify the image, and second, detect specific regions of the class [26]. Its output
is a heatmap highlighting the pixels used by the model to perform the categorization.
Although the method is very easy to implement in CNN, its disadvantage lies in the fact
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that it requires a modification of the network, since the FC layers must be eliminated and
replaced by global average pooling before the classification layer.

A second group of methods for the visualization and interpretation of CNNs cor-
responds to Grad-CAM and Grad-CAM-++, which rely on the gradients flowing in the
last convolutional layer to identify pixels of interest in the image [23,27]. However, Grad-
CAM++ has shown better pixel identification when there are multiple objects of the same
class. Unlike CAM, both Grad-CAM and Grad-CAM++ do not require network mod-
ifications for their computation. In addition, there are other methods that do not rely
on the gradient, such as Ablation-CAM, which uses ablation analysis to determine the
class-discriminative importance of individual feature maps [28].

Figure 2 shows examples of visual explanation maps using CAM-based methods.
Regardless of the visualization method used, the goal is to completely and concretely
identify the image pixels recognized by the model to perform the classification.

Image Ablation-CAM Grad-CAM Grad-CAM++

f

airplane

I

T
1 L]
-

-

dog

Figure 2. Example images of explanatory maps generated by Ablation-CAM, GradCAM and Grad-
CAM++. Dataset: CIFAR10. Network: VGG11. Optimizer: SGD with momentum. Learning
rate = 0.001. Batch size = 32.

As can be seen in the figure above, the pixels activated using the same network and
input image vary between the different visualization methods. Of the three CAM-based
selected methods for CIFAR10 images, the one that best identifies the pixels associated with
the class corresponds to Grad-CAM++.

3. Materials and Methods

One of the advantages of deep learning over traditional ML (machine learning) is that,
in DL, pattern extraction is performed directly by the model, while, in ML, it is performed
manually [29]. In this way, the filters that extract patterns for decision making from the
model are updated on each training iteration. Therefore, if a model has been trained with a
set of images and identifies the representative patterns of each of the classes, the new model,
when pruned, should have a similar behavior, i.e., focus on the same group of pixels as the
original model. Otherwise, if the pruned model bases its decision on a different group of
pixels of the image, it implies that the model is not reliable, even if the categorization is
done correctly.

Taking into account the above, the PE-score is proposed, which is calculated from two
similarity metrics and a confidence variance metric. The first two metrics are computed
from the heatmaps of the original and pruned models: first, by a global similarity using
SSIM, and second, by a specific similarity of the highlighted pixels using IoU. The last
one is performed by calculating the difference between the class confidence of the original
model and that of the pruned model. In all three cases, the values range from 0 to 1.
For both SSIM and IolU, the best value is 1 and the worst is 0, while, for the confidence
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variation, the best value is 0 and the worst is 1. Therefore, the PE-score is within the range
of 0 to 1, with the best value being 1 and the worst value being 0.
Figure 3 presents a general diagram for the computation of the PE-score.

‘ X
Cx XY
— =
XY
Input
[t .
Pruned model
—| Afcx, cy)
Cx, Cy
‘ I y

Figure 3. General scheme for calculation of the reliability of the pruned model. This process is

performed for each image of each class and is applied to all classes. x and y correspond to the
heatmaps of the input image obtained from the original model and the pruned model, respectively;
cx and ¢y, correspond to the confidence of the original model and the pruned model, respectively; and
SSIM is the structural similarity between the two heatmaps. IoU is a measure of the pixel-to-pixel
similarity of the two heatmaps, and A(cy, cy) is the confidence variance between the two models.

Let us denote the heatmap of the original model as x and that of the pruned model
as y. Then, the value of SSIM between the two images is calculated using Equation (2),
as follows:
(2uxpty +c1) (20%y + c2)
(M3 +uj+c) (0 + 07 +c2)’

SSIM(x,y) = ()
where yuy, 02, py and (75 correspond to the local mean and variance of x and y, respectively,
while oy is the covariance between x and y. On the other hand, ¢ and ¢, are two constants
to stabilize the division.

From x and y, we calculate the binarized heatmaps by applying a threshold equal to
the average of the heatmap pixels, yielding x; and y,, respectively. At the output, the white
region corresponds to the highlighted pixels and the black region to the non-discriminative
pixels. Then, IoU is calculated using Equation (3), as follows:

ToU(xp, yp) 3)

S
= u,
where Op and Up correspond to the overlapping white pixels and the union of the white
pixels between x;, and y;, respectively. It is important to note that, in this case, the IoU
metric is used at the pixel level and not at the area level, as is usually done in object
detection and segmentation.

Next, the confidence variation between the original and the pruned model is calculated.
The confidence of the original model is defined as the probability of membership in the
class estimated by the model, represented as cy, while the confidence of the pruned model
is defined as c,. Then, the confidence variation (A) is obtained from Equation (4) as follows:

A(CX/ Cy) = max <0/ “ Cy)r (4)

Cx

With these three values, the PE-score per image of the test dataset is obtained using
Equation (5), as follows:

3
PE = : i ©)

1
SSIM(x,y)+e + ToU (xp,yp)+€ + 1-A(cx,cy)+e
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The third term of the denominatoris 1/(1 — A + €) instead of 1/ (A + €), because A is
inversely proportional to the PE-score. In the case of SSIM and IoU, they are directly pro-
portional to the PE-score, so they are in the form of 1/(SSIM + €) and 1/ (IoU + ¢€) in the
denominator of the PE-score. It is necessary to include the term ¢, to avoid having indetermi-
nate values in the divisions—for example, if SSIM = 0. A very small value of € is assumed,
within the range of the PE-score—specifically, e = 1 x 10713, In addition, the number
three in the numerator corresponds to the number of metrics used to calculate the PE-score.
A high PE-score implies that the model is highly trustworthy, which corresponds to high
values of SSIM and IoU and a low value of A. For example, if x = y and x;, = y;, then
SSIM = 1 and IoU = 1. Additionally, if ¢y = ¢y (i.e., the class membership values are
the same in the two models), then A = 0. Taking these three values into account, they are
substituted into Equation (5), and we have PE = 3/(14+1+1) = 3/3 = 1. Then, as the
PE-score approaches 1, the reliability of the pruned model increases. In a second case, if the
most important filters are removed during the pruning process, then the patterns extracted
by this model will not be the same as those for the original model, obtaining, for example,
SSIM(x,y) = 0.4 and IoU(xy, y,) = 0.4. Therefore, even if the image classification is still
correct, the variation in confidence will not be zero, but, let us assume, A = 0.2. Substitut-
ing these values into Equation (5), we obtain PE = 3/(2.5+ 2.5+ 1.25) = 3/6.25 = 0.48.
This means that as the value of the PE-score approaches 0, the confidence in the pruned
model decreases.

Finally, to obtain the PE-score of the model, the following steps are performed.

1.  Calculate the PE-score for each image of each class of the test dataset. In particular,
a PE,i is obtained, where k varies from 1 to the number of classes K, and i varies from
1 to the number of images of the specific class, i.e., M.
Lil' PE|
My
3. Weight the PE-score obtained by each class, taking into account its weight (W) within
the dataset, as follows: PE,o5e = Y5 Wy x PEg.

Suppose that the test dataset has 10 classes, i.e., K = 10, and M; = [100, 50, 100, 100, 200,
50, 50, 100, 150, 100]; then, W =[0.1,0.05,0.1,0.1,0.2,0.05,0.05,0.1,0.15,0.1]. The PE-score
value obtained for each class is then weighted by the corresponding W value.

In summary, the proposed metric can be used to measure the reliability of a pruned
model. If the value is close to 1, it means that the patterns on which the pruned model
bases its decision are very similar to those of the original model; otherwise, if the value is
close to 0, it means that the filters that extract the representative patterns of the class have
been removed, and therefore the new model is not reliable.

This metric can be calculated using any method used to visualize and interpret CNNs.
However, it is important to clarify that the model trustworthiness threshold may vary
depending on the CAM-based method used. This is because there may be differences in the
highlighted pixels when using different visualization methods, or, in other words, some
CAM-based methods are more accurate in identifying the area of interest in the model.

2. Calculate the average PE-score per class, i.e., PE; =

4. Results

In this section, we present the results of the impact of pruning on sequential CNN mod-
els, namely VGG11, for two image sets of different complexity (CIFAR10 and COVID-19),
two pruning methods (SeNPIS-Faster and Weight) and three visualization methods (Grad-
CAM, Grad-CAM++ and Ablation-CAM). First, a complexity analysis of the datasets used
in this study is presented, using the complexity calculation criteria based on the work
by [30]. Then, for each of the datasets, the results of the pruning impact are presented in
terms of the proposed metric, the PE-score. From these results, the analysis between the
accuracy of the pruned model and the obtained PE-score, as well as the dataset used, is
presented in the Discussion section.
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4.1. Complexity of the Dataset

To begin the results phase, the complexity of the two datasets selected in this study
will be analyzed: CIFAR10 and COVID-19. To do so, we will apply a metric for the measure-
ment of dataset complexity called CSG (Cumulative Spectral Gradient) by combining the
probability product kernel and graph theory [30]. It has been shown that there is a strong
correlation between the performance of the model and the CSG value, with the advantage
that the level of difficulty of class separation can be known a priori before training the
classification model. A low value (CSG = 0) indicates that the dataset is of low complexity,
while a high value implies greater difficulty in separating the classes. An advantage of CSG
over other state-of-the-art dataset complexity measures is that it has only two hyperparam-
eters (M: number of classes, k: number of neighbors), and the separability results depend
little on the value of the chosen hyperparameters.

Table 3 shows the CSG results on two benchmark datasets (MNIST and Fashion-
MNIST), as well as on the two datasets selected for the present work. According to the
literature, the accuracy for MNIST and CIFAR10 using ResNet is 99.68% and 95.55%,
respectively (as reported in https://paperswithcode.com/sota/image-classification-on-
mnist and https:/ /paperswithcode.com/sota/image-classification-on-cifar-10, both URLs
were accessed on 5 May 2023). This means that the complexity of CIFAR10 is higher than
that of MNIST, which is consistent with that obtained with CSG, being significantly higher
in CIFAR10 than in MNIST. Therefore, the complexity of the COVID-19 dataset is lower
than that of CIFAR10 because its CSG is significantly lower.

Table 3. Comparison of CSG values for some image classification datasets.

Dataset Accuracy * CSG Complexity
MNIST 99.68% 0.1306 Very low
COVID-19 99.50% 0.1938 Very low
Fashion-MNIST 96.91% 0.5424 Low
CIFAR10 95.55% 4.0676 Medium

* According to the state-of-the-art.

Two datasets of different complexity were selected for the experimental phase in
order to

1.  Determine whether there is a direct relationship between the decrease in model
accuracy and the decrease in PE-score as PR increases;

2. Determine why, in some datasets, there is a fluctuation in accuracy as PR increases
and PE decreases.

4.2. Trustworthiness of Pruned Models: Case of the CIFAR10 Dataset

CIFAR10 is one of the most widely used datasets for computer vision using machine
learning and deep learning models. It consists of 10 classes, namely airplane, automobile, bird,
cat, deer, dog, frog, horse, ship and truck. For each class, there are six thousand 32 x 32 pixel
color images. The dataset is divided (by default) into fifty thousand images for training
and ten thousand images for testing (see https:/ /www.cs.toronto.edu/~kriz/cifarhtml for
more information. This URL was accessed on 5 May 2023).

On the other hand, SENPIS-Faster is a reduced version of the method proposed by
Pachén in 2022 [16], in which the “IS attenuation” module is disabled to obtain the pruned
model in less time. Therefore, the accuracy results presented in this section may be slightly
lower than those published for the original method (approximately 0.15% on average).
In addition, the weight method based on the L2-norm is selected for this study. The purpose
of using two pruning methods is to verify that the PE-score is directly related to the accuracy
of the pruned model, i.e., to verify whether a lower PE means lower accuracy, regardless of
the pruning method used.

First, the VGG11 network is trained with CIFAR10, for a total of 10 epochs, using the
SGD optimizer and a batch size of 32. The model is then pruned with six uniform pruning
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rates (UPR = 35%, 50%, 70%, 80%, 88% and 96%), and then fine tuning with 10 epochs is
applied. For each pruned model, the SSIM, IoU and confidence variance are computed for
each of the images in each class, and the PE-score is obtained according to the procedure
described in Section 3.

Figure 4 presents the results of the PE-score for six pruned models using SeNPIS-Faster
and three visualization methods (Ablation, GradCAM and GradCAM++), and Figure 5
shows the corresponding results obtained using the weight pruning method.

0.5
0.9 0.88 085
084 083 0L24 083
0s 0.81
0. 0.7 0.75 0.7 0.76
0.73
0.72 a7 069
0.
064
0.
0.
0.
0.
0.
0.
0
35% 508 0% B%% BEB% o6%
Uniform Pruning Rate (UPR)
W Ablation B GradCAM B GradCAM++

PE-Score
i = in o =l i

%]

[

Figure 4. CIFAR10 dataset: PE-scores of pruned models with the SeNPIS-Faster method, six UPRs
(Uniform Pruning Rates) and three visualization methods (Ablation, GradCAM and GradCAM++).
The higher the value of PE, the more reliable the pruned model (i.e., it focuses on the same patterns as
the original model). The accuracy in each case is as follows: accygepine = 92.8%; accypr=3s% = 92.22%;
acCypr=50% =— 92.090/0; acCypr=70% — 89.350/0,' aACC U pR=80% — 89.170/0; aACCYUpPR=88% — 86.300/0,'
accypr=96% = 81.91%.

The following comments can be made from the above graphs:

*  Asthe UPR increases, the PE-sore decreases, regardless of the visualization method
selected for SSIM and IoU calculation;

*  For the different UPR values, the highest PE-score is obtained with GradCAM++,
while the lowest value corresponds to GradCAM, i.e., depending on the visualization
method used, the PE-score varies for the same pruned model;

e Using GradCAM++, a loss in accuracy of less than 1% implies a PE-score greater than
0.87 (in this case, a UPR of up to 50%);

e Using GradCAM++, a loss in accuracy of around 10% implies a PE-score around 0.81
(in this case, a UPR = 96%).
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Figure 5. CIFAR10 dataset: PE-scores of pruned models with the Weight method, six UPRs (Uniform
Pruning Rates) and three visualization methods (Ablation, GradCAM and GradCAM++). The higher
the value of PE, the more reliable the pruned model, i.e., it focuses on the same patterns as the
original model. The accuracy in each case is as follows: accyserine = 92.8%; accypr=3sy, = 92.55%;
ACCUPR=50% — 92.26%; ACCUPR=70% — 89.43%; ACCUPR=80% — 88.33%; ACCUPR=88% — 87.85%;
accypr=9e% = 82.48%.

Next, Figure 6 shows the explanation maps of unpruned and pruned models with
SeNPIS-Faster, for six UPR values and three visualization methods (Ablation-CAM, CAM,
Grad-CAM++).

Image

0% 35% 50% 70% 80% 88% 96%
Ablation-CAM m
GradCAM ! A I

Grad-CAM++ ’

HOH

t

Figure 6. Visual explanation maps of unpruned model (i.e., UPR = 0%) and six pruned models
(UPR = 35%, 50%, 70%, 80%, 88% and 96%). Dataset: CIFAR10. Pruning method: SeNPIS-Faster.
Visualization methods: Ablation-CAM, GradCAM and Grad-CAM++. Network: VGG11. Optimizer:
SGD. Batch size = 32. Epochs (training) = 10, epochs (fine tuning) = 10.
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As shown in Figure 6, the pixels that identify the unpruned model to determine the
car class correspond to the tires. As the UPR value increases, the pruned model continues
to focus mostly on the same pixels as the unpruned model, but the intensity of its activation
decreases slightly. For example, the high-intensity area (red color) of the left tire of the car
becomes medium-intensity (yellow color) when UPR = 96% and the visualization method is
Grad-CAM++. In addition, it can be observed that for the same network, input image and
UPR value, the Grad-CAM++ method is the one that best identifies the pixels belonging
to the class (the most representative ones). For this reason, the PE-score obtained using
Grad-CAM++ is superior to that with the other two methods.

4.3. Trustworthiness of Pruned Models: Case of the COVID-19 Dataset

In this section, we present results using a healthcare dataset called COVID-19, which is
available from the IEEE DataPort (https:/ /ieee-dataport.org/documents/covid-19dataset,
accessed on 1 February 2023). This dataset contains three classes: healthy, pneumonia
and Covid. The images are grayscale with 256 x 256 pixels. The total number of images
per class is 982, 1104 and 982, respectively.

Similar to the previous case study, we train a VGG-11 network with 10 epochs, SGD as
the optimizer and a batch size of 32. The trained model is then pruned using two methods
(SeNPIS-Faster and weight), with six uniform rates (35%, 50%, 70%, 80%, 88% and 96%),
and fine tuned with 10 epochs. Again, the objective is not to compare which pruning
method is better but to determine whether there is a relationship between the accuracy of
the pruned model and its PE-score (which is obtained as described in Section 3).

Figure 7 presents the results of the PE-score for six pruned models using weight and
three visualization methods (Ablation, GradCAM and GradCAM++).

03251

0.23
07
072
0.7 07
064
062 0.61 0E
6= 055
0.5 g4o
| | | | | 0.43&4? |
35% 50% T B0t BB 96%
Uniform Pruning Rate (UPR)
Figure 7. COVID-19 dataset: PE-scores of pruned models with the Weight method, six UPRs (Uniform

B Ablation B GradCAM B GradCAM++
Pruning Rates) and three visualization methods (Ablation, GradCAM and GradCAM++). The higher
the value of PE, the more reliable the pruned model, i.e., it focuses on the same patterns as the
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original model. The accuracy in each case is as follows: accy,gejine = 96.08%; accypr=3s5%, = 97.39%;
accypr=sos = 97.55%; accypr=70% = 94.13%; accypr=gon = 96.08%; accypr—sgsn = 92.99%;
accypr=96% = 94.78%.
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An unexpected result emerges in this dataset (see Figure 7). As the UPR increases,
the PE-score decreases (as in the case of CIFAR10), but the accuracy of the pruned model
does not necessarily decrease as the UPR increases. For example, when the UPR is 35% or
50%, the accuracy is higher than that of the unpruned model, even though the PE-score
decreases. The question then arises of whether this atypical fluctuating behavior for the
accuracy occurs only for models pruned with the weight method or also when another
pruning method is used. Therefore, we check the results for SeNPIS-Faster (see Figure 8).

0.1
076
g7z 073 073
D62
D64 064 0.63
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051
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| | | |
35% S50% 0% 80% BB% o6%
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Figure 8. COVID-19 dataset: PE-scores of pruned models with the SeNPIS-Faster method, six
UPRs (Uniform Pruning Rates) and three visualization methods (Ablation, GradCAM and Grad-
CAM++). The higher the value of PE, the more reliable the pruned model, i.e., it focuses on the
same patterns as the original model. The accuracy of each case is as follows: accyyserine = 96.08%;
accypr=3s5% = 97.06%; accypr=so% = 96.90%; accypr—70% = 96.08%; accypr—sgos, = 96.25%;
AacCy pR=88% — 97.390/0; ACC U PR=96% — 94.94%.

Similar to the results obtained with the weight pruning method, in the case of SeNPIS-
Faster (see Figure 8), the accuracy values of the pruned model are higher than those of the
unpruned model, even when the UPR increases and the PE-score decreases. For example,
at a very high UPR of 88%, the accuracy of the pruned model exceeds that of the unpruned
model by 1.31% (i.e., accpgseline = 96.08%; accyipr—gsn = 97.39%), even though the PE-score
decreases significantly (i.e., PEpseiine = 1; PEyypr—gs% = 0.63%). This means that the new
pruned model focuses on different patterns than the original model, which may lead to an
increase in the hit rate. Therefore, in such cases, it is necessary to verify whether the new
patterns extracted by the pruned model are representative of the class or, on the contrary,
are distractors from the image set (other types of objects, significant changes in image
brightness or background, etc.).

Figure 9 shows the explanation maps for an image from the COVID-19 dataset, using
SeNPIS-Faster for the pruned models with six UPR values. Unlike the results obtained for
the CIFAR10 dataset, the pixels activated after increasing the UPR value change significantly
with respect to the pixels activated in the unpruned model. In other words, the model
focuses on a different area of the image for decision making, which could be a “distractor”
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in the dataset and does not correspond to the representative patterns of the class. For this
reason, if there are fluctuations in the PE-score value as the UPR increases, it is necessary to
check the activation maps to verify the confidence of the pruned model, and to not only
rely on the accuracy of the model as an indicator of its quality.

Image

0% 35% 50% 70% 80% 88% 96%

Ablation-CAM

GradCAM

Grad-CAM++

Figure 9. Explanation maps of unpruned model (i.e., UPR = 0%) and six pruned models (UPR = 35%,
50%, 70%, 80%, 88% and 96%). Dataset: COVID-19. Pruning method: SeNPIS-Faster. Visualization
methods: Ablation-CAM, GradCAM and Grad-CAM++. Network: VGG11. Optimizer: SGD. Batch
size = 32. Epochs (training) = 10, epochs (fine tuning) = 10.

5. Discussion

The goal of this paper was to propose a metric to determine the trustworthiness of a
pruned model that moves beyond assessing the model’s success in image classification with
conventional metrics such as the accuracy or Fl-score. Specifically, we wished to show that
the proposed metric, called the PE-score, can be used to determine whether a pruned model
is reliable and at which value of the PR (pruning rate) it is no longer trustworthy. For this
purpose, an exhaustive study was performed with two datasets of different complexity
(CIFAR10 and COVID-19), two pruning methods (Weight and SeNPIS-Faster) and six
uniform pruning rates (UPR = 35%, 50%, 70%, 80%, 88%, 96%). All pruned models were
fine tuned under the same number of epochs, optimizer and learning rate, so that the
results were comparable.

In the first dataset, CIFAR10, it was found that with the two pruning methods used,
both the model accuracy and the PE-score decreased as the UPR increased. For UPR values
up to 50%, the accuracy decreased by up to 1%, corresponding to a PE-score of at least
0.87 (Grad-CAM++ used), whereas, for UPR values above 50%, the accuracy could decrease
by more than 10%, with a PE-score of approximately 0.8 (Grad-CAM++ used). Examining
the explanation maps obtained with Grad-CAM++, it can be seen that the patterns (pixels)
activated in the pruned models with a UPR of 30% or 50% were similar (in shape and
intensity) to those of the unpruned model, whereas, for UPR values above 50%, the intensity
of activation decreased significantly with respect to that of the unpruned model. Thus,
the PE-score allows us to determine the reliability of the pruned model, bearing in mind
that a value close to 1 is sufficient to verify that the pruned model behaves very similarly to
the unpruned model.

On the other hand, with the COVID-19 dataset, it was found that there was no direct
relationship between the accuracy of the pruned model and its PE-score, since, as the
UPR increased, the PE-score of the pruned model decreased, but its accuracy showed a
fluctuating behavior. When the explanation maps obtained with the three visualization
methods (Ablation-CAM, Grad-CAM and Grad-CAM++) were examined, it was found
that as the UPR increased, the area of the image that was activated changed significantly
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with respect to that of the unpruned model, which could focus on distractors or incorrect
patterns in the class. This dataset demonstrates the importance of having a metric to
evaluate the pruned model, in addition to accuracy or a similar metric based on the model’s
hits, in order to determine whether or not the pruned model is reliable. Specifically, this
dataset could be used to show that the high accuracy of the pruned model does not mean
that it is reliable with respect to the unpruned model.

Finally, from the PE-score results per dataset and UPR value, it can be observed that
the PE-score values obtained using the Grad-CAM++ visualization method are higher than
those obtained using the Grad-CAM and Ablation-CAM methods. Thus, the PE-score
value that guarantees the high reliability of the pruned model depends on the chosen
visualization method.

In general, it is suggested to use the following procedure to determine up to which PR
(pruning rate) value the pruned model can be trusted.

1. Train the network on the dataset to be classified, obtaining the unpruned model.

2. Prune the model with a low PR value. It can be uniform (UPR) or adaptive (APR).
Measure the accuracy of the pruned model and the PE-score, taking into account what
is described in Section 3 of this paper.

3. Repeat step 2 with different values of PR. In all cases, use the same fine-tuning
hyperparameters (e.g., epochs, optimizer, learning rate). Calculate the PE-score and
the accuracy value for each PR value.

4. Check that both the PE-score and accuracy decrease as the PR increases. If so, select
the PR value at which the model drops to 1% (or the accuracy reduction criterion for
the selected application).

5. Otherwise, if the accuracy has a fluctuating behavior (e.g., increases, decreases, in-
creases) as the PR increases and the PE-score decreases, then it is mandatory to check
the explanation maps for each of the PR values. The maximum PR for which the
pruned model can be trusted is the one for which its explanation map is very similar
to that of the unpruned model.

In summary, it is not possible to recommend a “universal value” of PE that guar-
antees the reliability of the model, since it is highly dependent on both the dataset type
(e.g., complexity, quality) and the visualization method used for the explanation maps.

6. Conclusions

This paper proposes a metric, called the PE-score, to evaluate the reliability of pruned
models, based on a comparison between the explanation maps of the unpruned model
and those of the pruned model, as well as the confidence in the class. According to the
results obtained in the experimental phase, it is observed that there is a strong relationship
between the PE-score and the accuracy of the pruned model as the PR (pruning rate)
increases. A high PE-score (for example, around 0.9) ensures that the pruned model focuses
on the pixels (patterns) as the original model, while, as the PE-score decreases, the CAM-
highlighted areas change or their intensity decreases. However, if the dataset contains
distractors, the pruned model may focus on different pixels to the unpruned model and may
even increase its accuracy at high PR values. In these cases, the PE-score will decrease as
the PR increases, helping to identify this type of behavior.

The experiments carried out show that metrics such as accuracy do not allow us to
measure the reliability of pruned models, and that it is necessary to use metrics other than
those based on classification hits to adequately measure the behavior of the pruned model,
as the proposed PE-score does.
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